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Notices

Western Digital Technologies, Inc. or its affiliates' (collectively “Western Digital”) general policy does not
recommend the use of its products in life support applications wherein a failure or malfunction of the product
may directly threaten life or injury. Per Western Digital Terms and Conditions of Sale, the user of Western
Digital products in life support applications assumes all risk of such use and indemnifies Western Digital
against all damages.

This document is for information use only and is subject to change without prior notice. Western Digital
assumes no responsibility for any errors that may appear in this document, nor for incidental or consequential
damages resulting from the furnishing, performance or use of this material.

Absent a written agreement signed by Western Digital or its authorized representative to the contrary,
Western Digital explicitly disclaims any express and implied warranties and indemnities of any kind that may,
or could, be associated with this document and related material, and any user of this document or related
material agrees to such disclaimer as a precondition to receipt and usage hereof.

Each user of this document or any product referred to herein expressly waives all guaranties and warranties
of any kind associated with this document any related materials or such product, whether expressed or
implied, including without limitation, any implied warranty of merchantability or fitness for a particular purpose
or non-infringement. Each user of this document or any product referred to herein also expressly agrees
Western Digital shall not be liable for any incidental, punitive, indirect, special, or consequential damages,
including without limitation physical injury or death, property damage, lost data, loss of profits or costs of
procurement of substitute goods, technology, or services, arising out of or related to this document, any
related materials or any product referred to herein, regardless of whether such damages are based on tort,
warranty, contract, or any other legal theory, even if advised of the possibility of such damages.

This document and its contents, including diagrams, schematics, methodology, work product, and intellectual
property rights described in, associated with, or implied by this document, are the sole and exclusive
property of Western Digital. No intellectual property license, express or implied, is granted by Western Digital
associated with the document recipient's receipt, access and/or use of this document or the products
referred to herein; Western Digital retains all rights hereto.

Western Digital, the Western Digital design, the Western Digital logo, and Ultrastar are registered trademarks
or trademarks of Western Digital Corporation or its affiliates in the US and/or other countries. Ansible,
CentOS, and Red Hat Enterprise Linux are trademarks or registered trademarks of Red Hat, Inc. or its
subsidiaries in the United States and other countries. Ubuntu is a registered trademark of Canonical Ltd.
Debian is a trademark owned by Software in the Public Interest, Inc. Microsoft, Microsoft Edge, and Windows
Server are either registered trademarks or trademarks of Microsoft Corporation in the United States and/or
other countries. Chrome is a trademark of Google LLC. Firefox is a trademark of the Mozilla Foundation in the
U.S. and other countries. Elasticsearch is a trademark of Elasticsearch BV, registered in the U.S. and in other
countries. Linux® is the registered trademark of Linus Torvalds in the U.S. and other countries. "Python" is a
trademark or registered trademark of the Python Software Foundation. All other marks are the property of
their respective owners.

Not all products are available in all regions of the world. Pictures shown may vary from actual products.
Product specifications subject to change without notice.

Western Digital
5601 Great Oaks Parkway
San Jose, CA 95119

© 2024 Western Digital Corporation or its affiliates. All Rights Reserved.
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Points of Contact

For further assistance with a Western Digital product, contact Western Digital Datacenter Platforms technical
support. Please be prepared to provide the following information, as applicable: part number (P/N), serial
number (S/N), product name and/or model number, software version, and a brief description of the issue.

Website:

Email:

UK Import Representation Contact

PO Box 471
Leatherhead KT22 2LU
UK

Telephone: +44 1372 366000

EU Import Representation Contact

BP 80006
92135 Issy les Moulineaux, France

< Western Digital.
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Overview

The topics in this section provide an overview of the Resource Manager Data Center Edition
application.

In This Chapter:

- Resource Manager Data Center Edition Overview..........oooeeeenrsscscscecnens
SRR 101 ] oToT (=T I o F='t i (0] g o 4 =30 4
- Compatible Operating SyStemS........ e s
- CompPatible BrOWSEIS.......ccireeerresersssscrsssessssssesesssssssssssessssssssssssssssssssssssssssasssssasanns
- Third-Party SOFtWAre....... et e
- Third-Party LICENSES. ...t ssssss s sns s sssssssssss s ssssnsssssssnsssssssnsans
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\ 11 Resource Manager Data Center Edition Overview

1.1 Resource Manager Data Center Edition Overview

Resource Manager Data Center Edition is a comprehensive

monitoring and management application designed for Western Figure 1: Deployment Overview
Digital storage platforms. Operating on a central management
server, it uses out-of-band connections to discover health and
utilization data for all compatible devices on a network. From

a compute server, directly attached to an enclosure, it uses in-
band or out-of-band connections to discover local device data.
In both deployments, Resource Manager Data Center Edition
presents device information and management capabilities to a Data Center Edition
browser in a convenient dashboard format. =]

Server Dashboard

=e

Central Service Features (Compute Service)

e Data Analytics and Reporting
e Network Operation Center (NOC) View Out-of-Band Ultrastar In-Band
: Enclosure Dashboard
¢ Multi-Node Management
, , Jproxy} (proxyf)
e File Based Zoning

e Telemetry —> L —
e Centralized Remote Management

e Persistent Storage of Discovered Resources

OpenFlex

e Inventory Management EnclosureDashboard
» Policy Engine “Tedirect, native)  *

+ Group Management m
« Notification Services

e Authentication Services

e Ansible Modules for Bulk Operations and Orchestration
* Ansible Playbook Templates for End-to-End Orchestration Data Center Edition

For more information about central service capabilities, see the

following sections:

Qut-of-Band

* Network & Device Access - Central Service (page 21) (Central Service)

* Server Management — Central Service (page 48)

* OpenFlex Enclosure Management - Central Service (page
129)

» Ultrastar Enclosure Management — Central Service (page
188)

Compute Service Features S =

» Discovery & Reporting of Compute Server (device
attributes, processors, memory, attached media, volumes)

e Discovery & Reporting of Locally Attached Storage
Device(s)

* Proxy Management of Remotely Attached Storage
Device(s)

Network Dashboard

For more information about compute service capabilities, see
the following sections:

» Server Management - Compute Service (page 236)
» Ultrastar Enclosure Management — Compute Service (page

Western Digital.




1. Overview

User Guide 1.2 Supported Platforms

1.2 Supported Platforms

The Resource Manager Data Center Edition application supports configuration and management of the
following platforms.

Data102 A0T11-005 (SEP)
Datab0 & 4.0111 (OOBM)
Ultrastar®
Datal02 3000 Series 2000-098 (SEP)
Data60 3000 Series & 3051 (00OBM)
Data24 5.0.0 and later
OpenFlex® Data?24 3200
100100
Data?24 4000

Note: For supported hardware components, please refer to your platform's Compatibility
Matrix and the Resource Manager Data Center Edition Release Notes. Unless otherwise
noted, Resource Manager Data Center Edition is compatible with each platform's supported
components.

1.3 Compatible Operating Systems

The host server must be running one of the following operating systems in order to host the Resource
Manager Data Center Edition application.

Operating System Version

CentOS 8b
Red Hat® Enterprise Linux® (RHEL) 88,92
Ubuntu 18.04, 20.04, 22.04, 24.04
Debian 10.9,1013, 11, 1.2
Windows Server® 2019, 2022

Note: While installing the Resource Manager Data Center Edition (RMDC) Agent, the
dependencies failed errors are observed when the sg3-utils version v1.44 is already installed.

< Western Digital.




User Guide 1. Overview

1.4 Compatible Browsers
N—

1.4 Compatible Browsers

One of the following browsers are required to run the Resource Manager Data Center Edition application.

Browser

Version
Google Chrome 113.0.6672.93 and later

10211.0esr and later
13.01774.42 and later

Mozilla Firefox

Microsoft Edge

1.5 Third-Party Software

If not already installed, the following additional software will be installed on the host server by the Resource

Manager Data Center Edition installer so that the host can run the Resource Manager Data Center Edition
application.

Table 5: Third-Party Software

Service Type Installation Type OS/Container Required Software
Linux
Compute Service Basic ,
Windows
. Linux N/A
Basic
Windows N/A
Elasticsearch (8.5.3)
. . Ansible-Core (2137)
Central Service Linux Ansible® (6.70)
Advanced

Python (3.8)

Windows Elasticsearch (8.5.3)

Docker

Note: For Linux installations, required third-party software may be installed automatically online

For Windows and Docker installations, required third-party software is bundled with Resource
Manager Data Center Edition.

Note: The advanced and Docker installations of Resource Manager Data Center Edition include
Elasticsearch for orchestration and analytics. Please ensure that the host server meets the
following minimum system requirements for operation of Elasticsearch:

« 8GB RAM
e 4 CPU cores

¢ 100GB of storage capacity per 100 devices discovered

< Western Digital.
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1.6 Third-Party Licenses

1.6 Third-Party Licenses

Resource Manager Data Center Edition may include or use open source software subject to open source
licenses. If required by the applicable open source license, Western Digital may provide the open source
code to you on request either electronically or on a physical storage medium for a charge covering the cost
of performing such distribution, which may include the cost of media, shipping, and handling.
For Resource Manager Data Center Edition open source licensing information, please see

for instructions on downloading the notices file. For licensing
information of third-party software provided in the installer, please consult the documentation and features
of that software.

< Western Digital.




Installation

The topics in this section provide information and instructions for installing the Resource Manager
Data Center Edition application.

In This Chapter:

- Installation Options & FEATUIES....... et 8
- Downloading Resource Manager Data Center Edition.........ccovvveveercccenernns 8
- Compute Service INstallation........ e 11

- Central Service INStallationN........ e se e sme e s e e s s e smees 13
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21 Installation Options & Features

The following table shows the differences in available features between the installation options for Resource
Manager Data Center Edition.

Table 6: Installation Options & Features

CSOeT\f::;e Central Service
Advanced
Features Basic Install Basic Install Install
(Linux & (Linux & (Linux,
Windows) Windows) Windows,
Docker)
Overall platform health summary Yes Yes Yes
Management firmware events Yes Yes
Platform sensor information Yes Yes Yes
Platform zoning No Yes Yes
IOM-based management Yes Yes
Platform drive statistics Yes Yes
REST-based API web service and client Yes Yes
Network Operations Center (NOC) view No Yes Yes
Multi-node management Yes Yes Yes
Asset management view No Yes
Centralized remote management No Yes Yes
Authentication services Yes Yes
Persistent storage No No Yes
Policy management No No Yes
Notification services (SMTP, SNMP traps) No No Yes
Group operations / orchestration No No Linux only
Analytics No No Yes
Reporting No No Yes

Other features?

2.2 Downloading Resource Manager Data Center Edition
This procedure provides instructions for downloading the Resource Manager Data Center Edition application
from the Western Digital Business Support Center.
Step1: Open a web browser and navigate to:

The login page for the Western Digital Business Support Center will be displayed:

< Western Digital.
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Figure 2: Login Page
slgn Into Western Digital
BUSINESS SUPPORT CENTER

Email Address

email@company.com

Login Need an account?
Request access now.

Forgot Password?

Step 2: Enter a valid email address and password into the Email Address and Password fields. Then click
the Login button.

The Western Digital B2B Portal page will be displayed:

Figure 3: Western Digital B2B Portal

Western Digital BZB PORTAL Case Assets RMAS Downloads User & (O

Welcome to the Western Digital Business Support Center

Your access to online tools and resources in one convenient location.

Step 3: Click Downloads at the top of the page:

Figure 4: Downloads Link
Western Digital B2B PORTAL Case Assets RMAS User A&

The Download Resource page will be displayed:

< Western Digital.
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Figure 6: Download Resource Page

Western Digital. sz roma Case Assels RMAS Downloads Be A O

- Download Resource

Select Product:
| e NoRE —

Step 4: Use the Select Product drop-down list to select the Resource Manager option:

Figure 6: Selecting Resource Manager

Select Product:

| — None —
OpenFlex Data24 -
OpenFlex E3000
QOpenFlex F3000
OpenFlex F3100
OpenFlex F3200
Qracle
Oracle Seppala
RapidFlex A1000
RapidFlex C1000
Resource Manager
51120 PCle Accelerator
$1122 PCle Accelerator
5840 SAS SSD
$841 SAS SSD
5842 SAS SSD
5846 SA5 88D
SVR2U24-N
Telefonica_uTokyo-E3000_F3x00
Ultrastar Data102
Ultrastar Data60 -

An operating system selection list will appear:

Figure 7: OS Selection List

Please select the caret to expand each menu.

. Select an option to view available downloads
Select an oplion:

> Joker IMane
> Linux
> Windows

Step 5: Under Select an option, use the arrows to expand the menus for your operating system and the
current version of the Resource Manager Data Center Edition. Then click the link for Software. A
compressed file for the selected operating system will be displayed on the right.

Western Digital.
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Figure 8: Docker Image

Please select the caret to expand each Numer of Files per page
menu. Select an Option -

Select an option:
Click on the filename to download

~ Docker Image

File Name Size Release Date
~ Data Center v2.0
mdSsum 81 Bytes Jul 2, 2024
Documentation
ResourceManager-DataCenterEdition2.0.0-WDC 1.07 GB Jun 26, 2024
Software
> Linux
> Windows
Figure 9: Linux Compressed File
Please select the caret to expand each Number of Files per page
menu. Select an Option -

Select an option:
Click on the filename to download

> Docker Image

File Name Size Release Date
~  Linux
ResourceManager-DataCenterEdition2.0.0-WDC.tar 3311 MB Jun 26, 2024
v Data Center v2.0
mdssum 81 Bytes Jul 2, 2024
Documentation
Software
> Standard v1.3.1
> Windows
Figure 10: Windows Compressed File
Please select the caret to expand each Numiber of Files per page
menu. Select an Option -
Select an option:
Click on the filename to download
> Docker Image
File Name Size Release Date
> Linux
ResourceManager-DataCenterEdition2.0.0-WDC 431.80 MB Jun 26, 2024
v Windows
mdSsum 81 Bytes Jul 2,2024

v Data Centerv2.0
Documentation
Software

» Standard v1.3.1

Step 6: Click the filename to download the compressed file.
Step 7: Unzip/extract the file to the desired directory on the host server.

Result: The Resource Manager Data Center Edition application has now been downloaded from the
Western Digital Business Support Center.

What to do next: Proceed to to choose the appropriate
installation type for your needs.

< Western Digital.




2. Installation

User Guide 2.3 Compute Service Installation

2.3 Compute Service Installation

This procedure provides instructions for installing the Resource Manager Data Center Edition Compute
Service on a host server running a Linux or Windows operating system.

Before you begin: Follow the instructions in

Step1: On the host server, open a terminal/command prompt with administrator privileges and navigate
to the directory where the installation file was unzipped/extracted.

Step 2: Run the installation script.

Linux Example:
# ./linstall _rndc. sh
Windows Example:
C\>instal |l _rndc. bat
The user will be prompted to choose either the Compute Service or Central Service:

1 - Conpute [ Install RVDC as a conpute node agent ]

2 - Managenent [ Install RVDC as a control node for data center managenent ]
Pl ease enter the nunmber corresponding to the above installation nodes to
proceed with the installation : [1,2]?

Note: For more information about these options, see

Step 3: Input 1 for the Compute Service installation.
1

The Western Digital End User License Agreement will be presented, and the user will be
prompted to agree to the license agreement terms and conditions.

Do you agree Al License Agreenent Terns and Conditions?(y/n)

Step 4: If you agree, input Y to accept the agreement.
Y
The installation script will prompt the user about the details of the installation being executed:

RVDC installer will proceed to check and install all the prerequisite software
packages.

This mght nodify the host OS footprint, as additional software packages get
install ed or updated.

Do you agree to proceed?(y/n)

Step 5: If you agree, input Y to accept the agreement.

Y

< Western Digital.




User Guide 2. Installation
2.4 Central Service Installation

N

The installation script will install the Resource Manager Data Center Edition Compute Service
and notify the user when the installation is complete:

Installing Western Di gital Resource Manager Data Center.
Installer v2.0

Finalising installation. Please wait...

RVMDC Conput e Node Agent installation conpleted.

Result: The Resource Manager Data Center Edition Compute Service is now installed on the host server
and ready for use.

What to do next: Proceed to Server Management - Compute Service (page 236) or Ultrastar Enclosure
Management — Compute Service (page 293) for instructions on managing a compute server or Ultrastar
enclosure using the Compute Service.

2.4 Central Service Installation

The topics in this section provide information specific to the installation of the Resource Manager Data
Center Edition application for Linux, Windows, and Docker hosted on either a Linux or Windows host. and

instructions for installing the application.

2.41 Central Service Installation for Linux and Windows

This procedure provides instructions for installing the Resource Manager Data Center Edition Central
Service on a host server running a Linux or Windows operating system.

Before you begin:

@ Note: The Central Service advanced installation of Resource Manager Data Center Edition
includes Elasticsearch for orchestration and analytics. Please ensure the host server meets the
following minimum system requirements for operation of Elasticsearch:

e 32GB RAM
e 4 CPU cores
* 100GB of storage capacity per 100 devices discovered

@ Note: Asset data collected in Elasticsearch will be deleted 30 days after collection.

¢ Follow the instructions in Downloading Resource Manager Data Center Edition (page 8).

Step1: On the host server, open a terminal/command prompt with administrator privileges and navigate
to the directory where the installation file was unzipped/extracted.

Step 2: Run the installation script.

Linux Example:

# ./install _rndc. sh
Windows Example:
C.\>instal |l _rndc. bat

The user will be prompted to choose either the Compute Service or Central Service:
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1 - Conpute [ Install RVDC as a conpute node agent ]

2 - Managenent [ Install RVDC as a control node for data center managenent ]
Pl ease enter the nunber corresponding to the above installation nodes to
proceed with the installation : [1,2]7?

Note: For more information about these options, see

Step 3: Input 2 for the Central Service installation.
2
The user will be prompted to choose either the Basic or Advanced installation:

1 - Basic [ Only RVDC Sof tware Conmponents Installation ]

2 - Advanced [ RMDC & Required Pre-requisites Software Installation ]

Pl ease enter the nunber corresponding to the above installation types to
proceed with the installation : [1,2]?

Step 4: Input 1 (Basic) or 2 (Advanced) for the desired installation type.

The Western Digital End User License Agreement will be presented, and the user will be
prompted to agree to the license agreement terms and conditions.

Do you agree All License Agreenment Terns and Conditions?(y/n)

Step 5: If you agree, input Y to accept the agreement.
Y
The installation script will prompt the user about the details of the installation being executed:

RVDC installer will proceed to check and install all the prerequisite
sof t war e packages.

This mght nodify the host OS footprint, as additional software packages get
install ed or updated.

Do you agree to proceed?(y/n)

Step 6: If you agree, input Y to accept the agreement.
Y

The installation script will install the Resource Manager Data Center Edition Compute Service
and notify the user when the installation is complete:

Installing Western Digital Resource Manager Data Center.
Installer v2.0

Finalising installation. Please wait...

RVDC Conput e Node Agent installation conpleted.

Result: The Resource Manager Data Center Edition Central Service is now installed on the host server and
ready for use.
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What to do next: Proceed to Network & Device Access — Central Service (page 21), Server
Management — Central Service (page 48), OpenFlex Enclosure Management - Central Service (page
129), or Ultrastar Enclosure Management — Central Service (page 188) for instructions on accessing
network devices, managing a central server, managing an OpenFlex enclosure, or managing an Ultrastar
enclosure using the Central Service.

2.411 Upgrading from Version 1.0.0 to 2.0.0 using Linux

This procedure provides instructions for upgrading the Resource Manager Data Center Edition from
version 1.0.0 (Advanced installation) to version 2.0.0 (Advanced installation, Central Service), and
reindexing the last thirty (30) days of 1.0.0 historical data for immediate use in version 2.0.0 Analytics and
Reports.

Before you begin:

@ Important: Analytics and Reports do not require version 1.0.0 data. They will function properly
using data collected only from the time of 2.0.0 installation. If 1.0.0 data is not needed, skip
this procedure and only follow the instructions in Central Service Installation (page ).

Step1: Follow the instructions in Downloading Resource Manager Data Center Edition (page 8).

Step 2: Follow the instructions in Central Service Installation (page ) to install the Advanced
installation.

Step 3: Run the installation script.
# ./linstall _rndc. sh

The user will be prompted to choose either the Compute Service or Central Service:

1 - Conpute [ Install RVDC as a conpute node agent ]

2 - Managenent [ Install RVDC as a control node for data center managenent ]
Pl ease enter the nunmber corresponding to the above installation nbpdes to
proceed with the installation : [1,2]7?

@ Note: For more information about these options, see Resource Manager Data
Center Edition Overview (page 2).

Step 4: Input 2 for the Central Service installation.

2

The user will be prompted to choose either the Basic or Advanced installation:

1 - Basic [ Only RVDC Software Conponents Installation ]

2 - Advanced [ RMDC & Required Pre-requisites Software Installation ]

Pl ease enter the nunber corresponding to the above installation types to
proceed with the installation : [1,2]?

Step 5: Input 1 (Basic) or 2 (Advanced) for the desired installation type.

The Western Digital End User License Agreement will be presented, and the user will be
prompted to agree to the license agreement terms and conditions.

Do you agree Al License Agreenent Terns and Conditions?(y/n)
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Step 6: |If you agree, input Y to accept the agreement.

Y

The installation script will prompt the user about the details of the installation being executed:

RVDC installer will proceed to check and install all the prerequisite
sof twar e packages.

This mght nodify the host OS footprint, as additional software packages get
install ed or updated.

Do you agree to proceed?(y/n)

Step 7: If you agree, input Y to accept the agreement.

Y

The installation script will install the Resource Manager Data Center Edition Compute Service
and notify the user when the installation is complete:

Installing Western Digital Resource Manager Data Center.
Installer v2.0.0

Finalising installation. Please wait...
RVDC Conput e Node Agent installation conpleted.

Result: The version 1.0.0 data has now been replaced with version 2.0.0.0 Analytics and Reports.

2.41.2 Upgrading from Version 1.0.0 to 2.0.0 using Windows

This procedure provides instructions for upgrading the Resource Manager Data Center Edition from
version 1.0.0 (Advanced installation) to version 2.0.0 (Advanced installation, Central Service), and

reindexing the last thirty (30) days of 1.0.0 historical data for immediate use in version 2.0.0 Analytics and
Reports.

Before you begin:

@ Important: Analytics and Reports do not require version 1.0.0 data. They will function properly
using data collected only from the time of 2.0.0 installation. If 1.0.0 data is not needed, skip
this procedure and only follow the instructions in Central Service Installation

Step 1: Follow the instructions in

Step 2: Follow the instructions in Central Service Installation to install the Advanced
installation.

Uninstall RMDC 1.0.0

Step 3: Uninstall the Central Service for version 1.0.0 by running the following script:

C:\>uninstal |l _rndc. bat

The user will be asked if Resource Manager Data Center Edition version 2.0.0 is already
uninstalled:

< Western Digital.
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Do you want to uninstall Western Digital Resource Manager Data Center ( RVDC)
[Y.N?

Step4: Inputy.
y
The user will be notified that the RMDC process is stopped, and then prompted to continue:

RVMDC process stopped.
RVMDC process successfully renpved from start up.
Do you want to save RVDC confiugration files to be restored later [Y,N?

Step 5: Inputy.
The script will create a log file in the installation directory.

RVMDC configuration files saved successfully.
Do you want to delete RVDC | ogfile (C\rndc\rndc.log) [Y,N ?

Step 6: Inputy.
The script will uninstall the application.

Renmoved RMDC | ogfil e.

Renovi ng El asticsearch service. ..

El asti csearch service renoved successfully.

Do you want to renove el asticsearch data [Y, N ?N
El asti csearch data is retained.

RMDC uni nstal | ed successful ly.

Install RMDC 2.0.0

Step 7: Run the installation script.
C \>install _rndc. bat
The user will be prompted to choose either the Compute Service or Central Service:
1 - Conpute [ Install RVDC as a conpute node agent |
2 - Managenent [ Install RVDC as a control node for data center managenent ]

Pl ease enter the nunmber corresponding to the above installation nodes to
proceed with the installation : [1,2]?

Note: For more information about these options, see

Step 8: Input 2 for the Central Service installation.
2
The user will be prompted to choose either the Basic or Advanced installation:

1 - Basic [ Only RVDC Sof tware Conponents Installation ]
2 - Advanced [ RMDC & Required Pre-requisites Software Installation ]

< Western Digital.
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Pl ease enter the nunber corresponding to the above installation types to
proceed with the installation : [1,2]?

Step 9: Input 1 (Basic) or 2 (Advanced) for the desired installation type.

The Western Digital End User License Agreement will be presented, and the user will be
prompted to agree to the license agreement terms and conditions.

Do you agree Al License Agreenent Terns and Conditions?(y/n)

Step 10: If you agree, input Y to accept the agreement.
Y
The installation script will prompt the user about the details of the installation being executed:

RVDC installer will proceed to check and install all the prerequisite

sof twar e packages.

This mght nodify the host OS footprint, as additional software packages get
install ed or updated.

Do you agree to proceed?(y/n)

Step 11: If you agree, input Y to accept the agreement.
Y

The installation script will install the Resource Manager Data Center Edition Compute Service
and notify the user when the installation is complete:

Installing Western Digital Resource Manager Data Center.
Installer v2.0.0

Finalising installation. Please wait...

RVDC Conput e Node Agent installation conpleted.

Result: The version 1.0.0 data has now been uninstalled and is available for version 2.0.0 Analytics and
Reports.

2.4.2 Central Service Installation for Docker

This procedure provides instructions for installing the Resource Manager Data Center Edition Central
Service on a host server running Docker and using a Linux or Windows host.

Before you begin:

¢ Follow the instructions in

Docker Container Installation on Linux Host

Step1: On the host server, open a terminal/command prompt with administrator privileges and navigate
to the directory where the installation file was unzipped/extracted.

Step 2: Run the installation script.

#./install _rndc_containers. sh

The user will be prompted to agree to the license terms and conditions:

< Western Digital.




User Guide

2. Installation
2.4 Central Service Installation

Step 3:

Do you agree Al License Agreenent Terns and Conditions?(y/n)

If you agree, input Y to accept the agreement.
Y
The installation script will prompt the user about the details of the installation being executed:

Installing Western Digital Resource Manager Data Center.

Installer v2.0

Checking for and installing required support files and applications.
Docker install is selected

Docker is already installed.

RVDC 2.0.0 installation in progress

Loaded i nage: wd-rndc:2.0.0

Loaded i nage: el asticsearch:8.5.3

Loaded i nage: al pine:3.20.0

[+] Running 5/5

# Network wd_defaul t Creat ed 0. 1s
# Vol une "wd_rndc-supportfiles" Created 0. 0s
# Vol une "wd_esdat a01" Creat ed 0. 0s
# Cont ai ner wd-es01-1 Heal t hy 21. 6s
# Cont ai ner wd-rndc-1 Started

has cont ext nenu

Docker Container Installation on Windows Host

Step 4:

Step 5:

Step 6:

Step 7:

On the host server, open a terminal/command prompt with administrator privileges and navigate
to the directory where the installation file was unzipped/extracted.

Run the installation script.

C. >\ install_rndc_docker. bat

The user will be prompted to enter the IP Address of the Docker Host:

C: \ RVMDC2. 0\ RC3\ Docker \ Resour ceManager - Dat aCent er Edi ti on2. 0. 0- WDC
\ Resour ceManager - Dat aCent er Edi ti on2. 0. 0- WbC>i nst al | _r mdc_docker . bat
Pl ease enter the | P address of Docker host

Type the IP Address and press Enter.
The End User License Agreement will appear and prompt the user to agree:

Do you agree Al License Agreenent Terns and Conditions [Y,N ?

If you agree, input Y to accept the agreement.

Y

The installation script will prompt the user about the details of the installation being executed:

Installing Western Digital Resource Manager Data Center.
Installer v2.0

Preparing to install RVDC 2.0.0. Please wait...

RVDC 2.0.0 installation in progress...

[+] Running 5/5
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# Networ k wd_def aul t Created 0. 1s
# Vol ume "wd_esdat a01" Created 0. 0s
# Vol ume "wd_rndc-supportfiles" Created 0. 0s
# Cont ai ner wd-es01-1 Heal t hy 21. 6s
# Cont ai ner wd-rndc-1 Started 21.9s

Result: The Resource Manager Data Center Edition Central Service is now installed on the Docker host
server and ready for use.

What to do next: Proceed to
or for instructions on accessing

network devices, managing a central server, managing an OpenFlex enclosure, or managing an Ultrastar
enclosure using the Central Service.
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3.1 Logging in to the Network Dashboard

This procedure provides instructions for logging in to the network dashboard through a central management
server hosting the Resource Manager Data Center Edition.

Step1: Open a browser and enter the IP address of the management server into the address bar,
followed by /| ogi n. For example: <server | P>/ | ogi n.

The login screen for the management server will appear:

Figure 11: Management Server Login Screen

. SignIn ?

Slgn In - COS'ALE You will need to sign in first to access
Sign In to your account the syslem.
COS-ALE

0 Usemame
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200
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Resource Manager Data Center
0K

- COS-ALE

Western Digital Corporation

@ Note: By default, the Dashboard NOC checkbox is checked. This enables the
network dashboard page to continually display in Network Operations Center mode

without session timeout.

Step 2: Enter a valid username and password, and click the Sign In button.
@ Note: The default username/password is admi n/adni n.

The Resource Manager Data Center Edition will scan all compatible devices on the network and
display the results in a dashboard format:

Western Digital.
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Figure 12: The Network Dashboard
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What to do next: Proceed to Overview of Network Dashboard (page 24).
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3.2 Overview of Network Dashboard

The network dashboard is a summary page that displays health and utilization data for all compatible

devices on the network.

Resource Health

The Resource Health section displays a pie chart that groups the health states of devices into color-coded

segments.

Figure 13: Resource Health Pie Chart
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For additional details, click one of the segments. This will bring up a window with a detailed listing of the
devices in that state:

Figure 14: Health States
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Resource Utilization

The Resource Utilization section displays the total, free, and used capacity for storage, compute, and
memory devices discovered on the network.

Figure 15: Resource Utilization Chart
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Health by Device Type

The center section of the dashboard contains health status information, organized by device type.

Figure 16: Health by Device Type
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For additional details, click the window icon on one of the panels. This will bring up a window with a detailed
listing of the devices and health states for that device type:

Figure 17: Health by Device Type
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Resources

The Resources section provides a list of all the compatible devices (resources) discovered on the network.

Figure 18: Resources
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If needed, click the Resources bar to expand the list. By default, resources are presented in a list view and
sorted by the severity of their health status:

Figure 19: Resources
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If desired, click the Grid View icon to display resources in a grid view:

Figure 20: Resources
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For more information on logging in to devices on the resource list, see Navigating to a Management
Server Dashboard (page 44), Navigating to an Enclosure Dashboard (page 46), or Navigating to an
Enclosure Dashboard (page 46).

Western Digital.




3. Network & Device Access — Central Service

User Guide 3.2 Overview of Network Dashboard

N

Settings

The upper-right section of the dashboard contains a Settings icon.

Figure 21: The Settings Menu
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Clicking the Settings icon will expand the settings section, which contains tabs for Discovery, Group
Management, and Group Administration.

Discovery

The Discovery tab contains controls for configuring the scan for resources, with sections for Discovery
Settings and Scan Range.

Figure 22: The Discovery Tab
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For more information on configuring discovery settings, see Configuring Discovery Settings (page 32).
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Group Management

The Group Management tab contains controls for creating groups of resources in order to perform
operations on multiple resources simultaneously.

Figure 23: The Group Management Tab
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For more information on configuring group management settings, see Creating a Management Group (page
35).

Group Administration

The Group Administration tab contains controls for administering operations to the groups of resources
created on the Group Management tab.

Figure 24: The Group Administration Tab

=8 =

L) Q5 Group Administration

Group Operations @

For more information on configuring group administration settings, see Administering Group Operations
(page 40).
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3.3 Configuring Discovery Settings

This procedure provides instructions for configuring the settings of the nework scan used to discover
supported devices.

Before you begin:

e Follow the instructions for Logging in to the Network Dashboard (page 22).

Step1: From the upper right corner of the network dashboard, click the Settings icon.
Figure 25: Settings Icon

The Settings section will appear on the right side of the screen, displaying the last visited tab.

Step 2: If needed, click the Discovery tab to view the discovery settings.

Figure 26: Discovery Settings
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Step 3: Click to expand the Discovery Settings section.

Figure 27: Discovery Settings
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Step 4: Use the available fields as follows to configure the settings for the discovery scan:
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Step 5:

Step 6:

Discovery Timeout: This value determines the ping wait time allocated per discovery request to
receive a positive response for each Scan Range entry. A higher value (longer time) is suggested
when scanning across larger distance networks. Each positive result is captured and used for
the query request to retreive the information.

Query Timeout: This value determines the query for information wait time allocated per query
request to receive the information for each discovered platform/device. A higher value (longer
time) is suggested when scanning across larger distance networks. Once all discovered
platform/device information is gathered, the results will be displayed in the Resources section at
the bottom of the main screen.

Discovery Cycle Time: This value determines how often the entries in the Scan Range section
are sent to discover resources on the network. See step 5 (page 33) for scan range entry
instructions.

Click to expand the Scan Range section.

Figure 28: Scan Range Section
Scan Range @ v

Applied Netmasks @
[ (1]

Add A New Netmask
O (2]

Pv4 Address / CIDR

nnn.nnn.nnn.nnn/nn

The scan range determines the width of the network scan for platform/device discovery based
on the IPv4 Address / CIDR entries and uses the Discovery Timeout and Query Timeout values
during the scanning process. The default scan range is based on the subnet this application

is running (e.g. 10.20.30.0/24), where the first three octets indicate the "subnet" and the "/24"
indicates the whole subnet (e.g. last octet range of 1to 254). There can be many disparate scan
entries to cover multiple networks across multiple sites, as long as this application has visibility
into those networks.

Use the Add A New Netmask section to create a new scan range entry to apply to the overall set
of enabled scan range entries.

The entry should be based on the IPv4 Address / CIDR format. Invalid Format will be displayed
until the new entry meets the proper criteria. Scan ranges that overlap previous entries will
display an Overlap icon () at all enabled entries that overlap the network range.

a. If needed, hover over the Information icon (@) on the right to view a CIDR calculator that
shows the useable IP address scan range, indicated by First IP and Last IP values.

b. Use the Plus icon to add the new netmask entry to the settings:

Figure 29: Plus Icon

a
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c. Click the checkbox to include the new netmask in the discovery process:

Figure 30: Checkbox
=

d. Use the Minus icon to remove a netmask entry from the settings:

Figure 31: Minus Icon

Result: The settings of the discovery nework scan have now been configured.
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3.4 Creating a Management Group

This procedure provides instructions for creating a group of resources for the purpose of administering a
group operation.

Before you begin:
e Follow the instructions for Logging in to the Network Dashboard (page 22).

Step1: From the upper right corner of the network dashboard, click the Settings icon.

Figure 32: Settings Icon

The Settings section will appear on the right side of the screen, displaying the last visited tab.

Step 2: If needed, click the Group Management tab to view the group management settings.

Figure 33: Group Management Settings

=8 =

& L o

0 @ Group Management
Groups (6) @ ¢
Resources (66) © <

Step 3: Click to expand the Resources section.

Western Digital.




User Guide 3. Network & Device Access — Central Service
\ 3.4 Creating a Management Group

Figure 34: Resources Section

Resources (66) @ v

List of Resources @

Search Q,

CLEAR SELECTIONS

@ ) O bcm958804a8041¢ - Unknown

@ ) O 5000ccab0410e180-A: H4102-)

@ ) @ openflex-data24-3200-usalp02420qb0006 : OpenFlex Data24 3200

@ ) O openflex-data24-3200-usalp02620gb0001 : OpenFlex Data24 3200

@ ) O openflex-data24-3200-uscos02620g9a0002 : OpenFlex Data24 3200

@ ) © openflex-data24-usalp01221ga0060 : OpenFlex Data24

@ ) @ openiflex-data24-usalp02120g00022 : OpenFlex Data24

@ ) O openflex-data?4-usalp02720qb0009 - OpenFlex Data24 3200

GROUP CREATION OPTIONS @ <

Step 4: From the list of discovered resources, use the toggle switches to select which resources will be
included in a group.
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Figure 35: Selected Resources

Resources (66) @ v

List of Resources @

Search
.

@ 0 bcmos58304a8041c - Unknown

@ 0 5000ccab0410e180-A - H4102-)

@) O openflex-data?4-3200-usalp02420qb0006 : OpenFlex Data24 3200

@) 0 openflex-data24-3200-usalp02620qb0001 : OpenFlex Data24 3200

@ ) O openflex-data24-3200-uscos02620qa0002 : OpenFlex Data24 3200

@ ) O openflex-data24-usalp01221qa0060 : CpenFlex Data24

@ ) @ openflex-dataZ4-usalp02120g00022 : CpenFlex Data24

':.'::' 0 openflex-data?4-usalp02720gb0008 - OpenFlex Data24 3200

)
-]
2
3
D
g
v
3
3
3
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3
k
5]
>
]
B

GROUF CREATION OPTIONS @ <

@ Important: It is possible to create a group of resources that are not of the same
type (i.e. a "'mixed" group). When administering operations to mixed groups, some
operations will not be possible. For example, updating Ultrastar enclosure firmware
on a mixed group that contains an OpenFlex enclosure will not be allowed.

@ Note: \When a resource'’s login credentials don't match those of the Resource
Manager Data Center Edition on the management server, the resource's status will
appear as Unauthorized and a Lock icon will be displayed:

Figure 36: Lock Icon

obm-00-0c-ca-08-37-57 hgst.com. #78

Clicking the Lock icon will bring up a dialog box, allowing the user to provide login
credentials for that resource.
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@ Figure 37: Locked Resource Login Dialog Box

r
O0OBM-00-0C-CA-08-37-
57.HGST.COM.

Use this dialog to Provide Credentials for this
resource.

Usemame
5 Password =

=

If login credentials are provided, the information for this resource will become
available on the next discovery scan.

A

Step 5: To give the resource group a name and description, click to expand the Group Creation Options
section, and enter a name and description into the available fields.

Figure 38: Group Creation Options

GROUF CREATION OPTIONS e v

Test Group
10 1 64

A test group of resources

25 [ 256

W CREATE @

Step 6: Click the Create button.

Figure 39: Create Button
® CREATE ©

A progress icon will briefly appear while the group is being created. Afterward, the group will
become a selectable option in the Groups section.
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Figure 40: Group Creation Progress Icon

GROUP CREATION OFTIONS e v

Test Group

A test group of resources

W CREATE ©

Step 7: Click to expand the Groups section and verify that the new group is available.

Figure 41: Expanded Groups Section

Groups (7) © v

Existing Groups

u 0102

| 050

B O Test Group

B © Data24 3200

Name: Test Group
Created:16-Aug-2023 15:14:39
Resources: 3

becm958304a8041c_hgst.com

oobm-00-0c-ca-07-08-34 hgst. com

openflex-data24-3200-usalp02420qb0006-ioma sdcorp_global sandisk com

Result: The newly created group is now available for administering group operations to the included
resources.
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3.5 Administering Group Operations

This procedure provides instructions for administering an operation to a group of resources and tracking the
operation progress.

Before you begin:

1. Follow the instructions for Logging in to the Network Dashboard (page 22)
2. Follow the instructions for Creating a Management Group (page 35)

@ Note: This procedure demonstrates applying a Locate LED task to a group of resources.

Step1: From the upper right corner of the network dashboard, click the Settings icon.
Figure 42: Settings Icon
The Settings section will appear on the right side of the screen, displaying the last visited tab.

Step 2: If needed, click the Group Administration tab to view the group aministration settings.

Figure 43: Group Administration Settings

{((

)

© Q2 Group Administration

Group Operations @ (

Step 3: Click to expand the Group Operations section.
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Figure 44: Expanded Group Operations Section

Group Operations @ v
Groups (7)

g 1024 0)&

g 60+ me

ER Test Group e

[ Data24 3200 0 a
Operation Status

Step 4: Click the Group Tasks icon for the desired group.

Figure 45: Group Tasks Icon

Available Group Tasks
E| Test Group (0)&,

A list of available tasks will be displayed.

Figure 46: Available Group Tasks

©® TEST GROUP

Firmware Update

Reboot

@ Important: The available tasks are based on the resources that make up the group.
Some options may be grayed-out if they cannot be performed on every resource
in the group (i.e. updating Ultrastar enclosure firmware on a group that contains an
OpenFlex enclosure).
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@ Important: Other options may be allowed even when devices in the group cannot
comply with the request (i.e. enabling a locate LED on a device that is in sleep
mode or whose LED is already enabled). In such instances, the request will be
ignored by those devices.

Step 5: Scroll to the desired task and click to select it.

A new window will be displayed for that group operation:

Figure 47: Group Operation Window

Group Operation - Locate LED For "Test Group”

BEGIN OPERATION

CLOSE

Step 6: Provide the required information (specific to the task), and click the Begin Operation button.

Figure 48: Begin Operation Button
BEGIN OPERATION

The user will be prompted to confirm the operation:

Figure 49: Confirm Operation

This cannot be undone. Are you sure you want Update this group of

resources?

Step 7: Click the OK button to confirm the operation.

The Group Operation window will display the progress of the operation:
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Figure 50: Group Operation In Progress
Group Operation - Locate LED For "Test Group”

(" @)

D Locate LED - Refrieving Information__

1. REQUESTING LOCATE LED TOGGLE TO GROUP TEST GROUP

CLOSE

When the operation is complete, the Group Operations window will update to show the
completed operation:

Figure 51: Group Operation Complete

Group Operations (Details)

M Groups (1) M Operations (18)

M Test Group (1) M IndicatorLED 168937 1544988730012

Details Filter: (@indicatorl ED1688371544988720512
Details (1)

Test Group
Resources: 3

IndicatorLED 168937 1544988730912
Start Time: 14-Juk2023 15:52:24 & 14-Jul-2023 15:52:24
100% Complete

System Group LED Indicator

CLOSE

Step 8: Click CLOSE to close the Group Operations window and return to the Group Administration
settings tab.

Result: The group administration settings have now been configured.
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3.6 Navigating to a Management Server Dashboard

This procedure provides instructions for navigating to a central management server's dashboard.

Before you begin:

e Follow the instructions for Logging in to the Network Dashboard (page 22).

Step 1:

Step 2:

Step 3:

From the Resources list, identify the resource (server) to be accessed.

Figure 62: Management Server Details

E3 B cos-ale v 10.202.239.111 Resource Manager Data Center 200 Compute ¥
-9-| Tip: Enter the name of the server into the Search field to narrow down the
Resources list for faster searching:

Figure 53: Search Field
Search Q

If needed, click anywhere on the resource row to expand the server details.

Figure 54: Expanded Management Server Details
E3 B cos-ale " &% 10.202.239.111 Resource Manager Data Center 200 Compute ¥
&l 63ce91d1c57cdTeed3d4daTTcbSbeIME ZE] Resource Manager Data Center

=1 Resource Manager Data Center
2.00

10.202.239.111 Access Server

Management

Click the Device Actions icon.

Figure 65: Device Actions Icon

E3 os-ale "5 10.202.239.111 Resource Manager Data Center 200 Compute Vv

The Device Actions window will appear, with options for accessing the server in the current
window or a new tab/window.

Figure 56: Device Actions Window

© LOCAL MANAGED - Access via: COS-ALE

QO0B: [10.202.239.111] : Open cos-ale

QO0B: [10.202.239.111] : Open cos-ale in a8 new tab/window
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Note: In this example, access to the management server is provided through its
out-of-band management port, indicated by OOB preceding the IP address.

Step 4: Click to select your preferred option.

The server dashboard will appear.

Figure 57: Management Server Dashboard
'35 Western Digital -
i I Device RESOQURCE MANAGER DATA CENTER 20

&0 g o @D G

29-Apr-2024 - 15:45:03 (UTC-6.00) MDT
BCompute
—_— Up Time

COS-ALE m o £

= X & ¢ & @3 @ ¢ & [

= Device Information

cos-ale W i ) Ok ]

Artribute Vailue IP Addresses
(L1} 33080 1d1C5ToaT e 343477560018 10.202.239.111
Model Resource Manager Data Center

Manufacturer WDEC

Capability Description

Access This devica |s a server prowiding access o resources directly aflached or in 3
Sarvar natwork

Management This davice provides software system management capabiities

Step 5: If desired, bookmark this dashboard in your browser for future use.

What to do next: Proceed to or
for instuctions on performing server-level management operations.
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3.7 Navigating to an Enclosure Dashboard

This procedure provides instructions for navigating to an enclosure's dashboard, as presented by a server
running Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the Resources list, identify the resource (enclosure) to be accessed. The following example
is an Ultrastar Data60 storage enclosure.

Figure 68: Enclosure Details

E3 B 5000¢cab04105300 * 8% " o5 10202237247 10.202.239.125 H4060-J 4.0.30 Storage ¥

Tip: Enter the name of the enclosure into the Search field to narrow down the
Resources list for faster searching:

Figure 59: Search Field
Search Q

Step 2: If needed, click anywhere on the row to expand the enclosure details.

Figure 60: Expanded Enclosure Details

E3 BB 5000ccab04105300 ~ &% ~ &% 10202237247 10202239126 H4060-J 4.0.30 Storage V¥

&l 5000ccab04105300 =] H4060-J
ST THCLS05019E20055 E=E Vendor Firmware 4.0.30
[ None

Block Server
Storage Device Enclosure
Disk Media Device

Step 3: Click the Device Actions icon.

Figure 61: Device Actions Icon

=3 [E]s000ccabo4105300 » % = o227 1020229128 H4060-J 4.0.30 Storage ¥

The Device Actions window will appear, with options for accessing the enclosure in the current
window or a new tab/window.
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Figure 62: Device Actions Window

©® LOCAL MANAGED - Access via COS-ALE

AQOOB: [10.202.237.247]: Open 5000ccab04105300

AQOB: [10.202.237.247]: Open 5000ccab04105300 in a new tab/window

@ Note: In this example, access to the enclosure is provided through its out-of-band
management port, indicated by OOB preceding the IP address. In addition, the *
indicates the enclosure is proxy managed through the central management server's
browser access point.

Step 4: Click to select your preferred option.

The enclosure's dashboard will appear.

Figure 63: Enclosure Dashboard

3% Westem Digital ‘

Dovice Uskzation

TEMP SEC1 B DIE

i
=

Vendor Firmware H4060-J

- X a2 o £ OB % @ B o B &

e Device Information

5000¢ccab04105300 w ¥ o

Aisribube Val 1P Auddresses (ot Band Metaork Connection To Remote Device)
© 0ot 108 T
Serial Number R =k )
Model 4080

Casabitity Dascamptean
[rres—— MasT -
— e Tr g 3 8 R TS
pr—re—— Biede Sarar THA Bt Sses Bas S0age
o Sxwage Dwvce Enciosure Tres Suvion o 8 RGSaNeT &SGR e
Totsl Cupasity Diax Voo Devce Thia caics promices SiakDaed 10rage vollmet
Entizsure Cover oK

Step 5: |If desired, bookmark this dashboard in your browser for future use.

What to do next: Proceed to OpenFlex Enclosure Management — Central Service (page 129), Ultrastar
Enclosure Management - Central Service (page 188) or Ultrastar Enclosure Management — Compute
Service (page 293) for instuctions on performing enclosure-level management operations for your platform

type.
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This chapter provides information and instructions for management operations that can be
performed on a management server using the Resource Manager Data Center Edition Central
Service.
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41 Overview of Management Server Dashboard

The management server dashboard contains information and controls for managing a server that hosts the
Resource Manager Data Center Edition Compute Service.

Server Information

The upper section of the dashboard contains panels that present basic server information, such as the
network device name, Resource Manager Data Center Edition software version, and uptime statistics.

Figure 64: Server Information Panels
35 Western Digital &

Device RESOURCE MANAGER DATA CENTER 2.0.0

&0 Qe e @F C

36:05 (UTC-6.00) MDT

#Compute

COS-ALE Resource Manager Data Center

Server Management Controls

The bottom portion of the dashboard provides additional server information and management controls,
which are organized into tabs. The following sections provide procedures for the most common management
actions available from these tabs.
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Device Information

The management server's Device Information tab provides general information about the server and its
network role, including IP addresses and the version of Resource Manager Data Center Edition running on it.

4.21 Viewing & Downloading Logs & Notices

This procedure provides instructions for downloading logs and notices from a management server using
the Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Device Information tab.

Figure 65: Device Information Tab

= X & 0 @& 3 g # & [

The Device Information page will appear:

Figure 66: Device Information Page

= Device Information

o

Attribute Value IP Addresses
L1} 63ce91d1c5TcATeed30404 TTch56c918 10.202.239.111
Model Resource Manager Data Cender

Manufacturer WD

Capability Description

ALCRSS This device is a server providing acoess 1o resources directly atiached orin a
Server nedwork

Mansgement This device provides software system management capabilities

Step 2: Click the Device Files button.

Figure 67: Device Files Button

DEVICE FILES .

A Device File Viewer window will appear:
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Figure 68: Device File Viewer

Device File Viewer

O AuditLog () Notices () EULA () Telemetry

Select from the files above

CLOSE

Step 3: Use the radio buttons at the top to select the audit logs, notices, EULA, or telemetry files to
be viewed/downloaded. The Resource Manager Data Center Edition will retreive the selected
information.

Figure 69: Selecting Files

Device File Viewer

O AuditLog () Notices @ EULA () Telemetry

Western Digital End User License Agreement

This Western Digital End User License Agreement (this "Agreement’) is a legal confract
between you, either as an individual or acting in your capacity as an employee of other
representative of your company or other entity ("you"), and Western Digital Technologies, Inc
and its affiliates (collectively, "WDT"), goveming your use of the software, firmware, services
associated online or electronic documentation, and any applicable Updates (as defined below)
that are published, distributed, or otherwise made available by WDT (collectively, the
"Software"), and if applicable, your use of the Software designed for application with WDT
hardware devices and products, including without limitation WDT siorage devices (collectively,
"Devices"). For WDT software or services that are accompanied by a separate license
agreement, the terms of that separate license agreement will govern your use of that WDT
software or services. You represent and warrant that you have the full legal authority to bind
yourself or the employer or entity you represent fo this Agreement.

PLEASE READ THIS AGREEMENT CAREFULLY. BY CLICKING TO ACCEPT THE

TERMS IN THIS AGREEMENT OR BY INSTALLING, ACTIVATING, COPYING, OR

- EXPORT o ’
Step 4: Click the Export button to download the selected files.

Figure 70: Export Button

& EXPORT

The appropriate file type will be downloaded to your Downloads directory.

Step 5: Click the Close button to close the Device File Viewer.
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Result: The logs or notices have now been downloaded from the management server.
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4.3 Administration

The management server's Administration tab provides controls for configuring administration settings,
including LDAP/AD and SSL/TLS.

431 Software Factory Reset

This procedure provides instructions for performing a factory reset of the Resource Manager Data Center
Edition software running on a management server.

Before you begin:

Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Administration tab.

Figure 71: Administration Tab

= X & ¢ & B @ & & [

The Administration page will appear:

Figure 72: Administration Page

XJ\.UH‘..E stration
Maintenance Seftings
I FACTORY RESET 7| - © B HITPS Conacms Setmags

e diot St £ CERTEICATE K1Y Ueoan®)

[ es——r—

o ) [N
B Gtowpre iy m

Nare fvie

2 LDAPIAD SERVER CERTIFCATE UPLOADY

Eratn DAt g LOLLAD prsal 3 B0 B BE00RE Bty

Step 2: In the Maintenance section, click the Factory Reset button. This will return Resource Manager
Data Center Edition to its original factory settings.

Figure 73: Reset Button

M4 FACTORY RESET .

Result: The Resource Manager Data Center Edition has now been returned to factory settings.
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4.3.2 Adding an LDAP/AD Group

This procedure provides instructions for adding a Lightweight Directory Access Protocol (LDAP) or Active

Directory (AD) group to a management server using the Resource Manager Data Center Edition Central
Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Administration tab.

Figure 74: Administration Tab

= X & ¢ & B @& ® i« [

The Administration page will appear:

Figure 75: Administration Page
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Step 2: In the Settings section, click the Add Group button.

Figure 76: Add Group Button

ADD GROUP ©

The Add Group window will appear:
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Figure 77: Add Group Window
LDAP / AD

Add Group

Status:

Select A Role

() Admin () ReadOnly

CLOSE

Step 3: Type a name into the Group Name field, and use the radio buttons to select a role for the group.

Figure 78: Naming the Group

LDAP / AD

Add Group

Test Group

Status:

Step 4: Click the Add Group button.

Figure 79: Add Group Button

A success message will be displayed:

< Western Digital.
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Figure 80: Successful Addition of Group

LDAP / AD *

Add Group

Select A Role
() Admin () ReadOnly

Status: Success!

CLOSE

Step 5: Click Close to close the Add Group window.

Figure 81: Closing the Add Group Window

LDAP / AD ®

Add Group

Select A Role
() Admin () ReadOnly

Status: Success!

CLOSE

Step 6: In the Settings section, under Groups, verify that the LDAP/AD group has been created.

Figure 82: Verifying the Group

B Groups (1) ADD GROUP ©
[ select All (D)
Mame Role

[ @ TestGroup ReadOnly

Result: The LDAP/AD group has now been added to the server.
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4.3.3 Configuring LDAP/AD Settings

This procedure provides instructions for configuring Lightweight Directory Access Protocol (LDAP) or

Active Directory (AD) connection settings on a management server using the Resource Manager Data
Center Edition Central Service.

Before you begin:

1. Follow the instructions for Navigating to a Management Server Dashboard (page 44).
2. Follow the instructions for Adding an LDAP/AD Group (page 54).

Step 1: From the server dashboard, click the Administration tab.

Figure 83: Administration Tab

m X & 0 @& [GF & # & [

The Administration page will appear:

Figure 84: Administration Page

‘x.ﬁcnln.!.!l.)!.on
Maintenance Settings
W T © & HTIPS Corticase Semmgy
Do hit S
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Step 2: In the Settings section, under LDAP Server, click the Modify button.

Figure 85: Modify Button

MODIFY ©

An LDAP / AD window will appear:

@ Note: The maximum LDAP groups are set to 100.
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Figure 86: LDAP / AD Window

LDAP / AD

(Lightweight Directory Access Protocol) ! (Active Directory)

- Disabled

CANCEL

Step 3: Type the hostname or IP address of the LDAP/AD server into the LDAP Server field, and type
the LDAP/AD domain name into the LDAP Domain field.

Figure 87: Populated LDAP / AD Window

LDAP / AD

(Lightweight Directory Access Protocol) / (Active Directory

LDAP Server (2] LDAP Domain 2]
10.20.30.40 companyname.com
Hostname or IP Address 111256 companyname.com (net, org, edu 151256
- Disabled
CANCEL

Step 4: Click the Update button to save the LDAP/AD configuration.
Figure 88: Update Button

The LDAP Server section will be overlaid with a modal, showing that the update is in progress:
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Figure 89: LDAP / AD Update Progress

Update In Progress. ..
Setting LDAP / AD Seitings fo

Enabled: false

LDAF Server:
LDAP Domain Name:
%
L

When the update is complete, the LDAP Server section will display the new settings:

Figure 90: Updated LDAP / AD Settings

&2 LDAP Server 7]

Server: 10.20.30.40

Domain: companyname.com

moDiFy Ol 5« cLEArR Ol W RESET @
B8 Groups (1) ADD GROUP ©

[ select All (0)
Name Role
[0 @ TestGroup ReadOnly

X LDAP/AD SERVER CERTIFICATE UF’LO,nl\D9

*Enable/Disable the LDAP/AD protfocol to set the account priorify

Step 5: To enable the new configuration, click to toggle the LDAP Server switch to the ON position.
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@ Note: To enable an LDAP/AD configuration, at least one LDAP/AD group must be
configured.

Figure 91: Toggle Switch

&5 LDAP Server «

Server: 10.20.30.40

Diomain: companyname.com

moDIFYy Ol 5~ cLeEAR Ol W RESET @
B8 Groups (0) ADD GROUP @
Select All (0)

Name Role

X LDAP/AD SERVER CERTIFICATE UF’L\O,F\D9

*Enable/Disable the LDAP/AD protocol to set the account priority

Result: The Lightweight Directory Access Protocol (LDAP) or Active Directory (AD) connection settings
have now been configured.
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4.3.4 Uploading an LDAP/AD Certificate

This procedure provides instructions for uploading a Lightweight Directory Access Protocol (LDAP) or

Active Directory (AD) certificate to a management server using the Resource Manager Data Center Edition
Central Service.

Before you begin:

1. Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step 1: From the server dashboard, click the Administration tab.

Figure 92: Administration Tab

m:XﬁGlPﬁ;Q

The Administration page will appear:

Figure 93: Administration Page
x Adminisiration

Maintenance Settings

W FACTORY RESET

s DA Farrer L] B HTEPS ComBcens femegs

E=E N =N
Do BN
s =

[ T Rascinny

& LDAPIAD SERVER GERTIFIGATE UPL0AD"

LA OB P LELAAD PRI B B P ST AT

Step 2: In the Settings section, under LDAP Server, click the LDAP/AD Server Certificate Upload button.

Figure 94: LDAP/AD Server Certificate Upload Button

X LDAP/AD SERVER CERTIFICATE UF’L{}ADel

An LDAP Server Certificate window will appear, showing step 1 of 2:
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Figure 95: LDAP / AD Window

LDAP Server Certificate

o Browse & Select Cerfificate

SELECT FILE I

CLOSE

Step 3: Either type the certificate filename into the Certificate File field, or click the Select File button to
browse to the certificate and select it.

Figure 96: Selected Certificate File

LDAP Server Certificate

o Browse & Select Certificate

- 0.81K8
SELECT FILE cert pem

Certificate File Staged Successfully; Ready for Upload

CLOSE
Step 4: Click the Next button.
Figure 97: Next Button

The LDAP Server Certificate window will proceed to step 2:
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Figure 98: Confirm Certificate

LDAP Server Certificate *

Q Browse & Select Certificate o Upload LDAP Cerfificate

Certificate:
cert.pem

D Please Confirm

O INFORMATION
1. Updating the Certificate and Key files will be used when
legging in with the HTTPS protocol.

2. Make sure to add the Certificate to the Browser Ceriificate
Management Database before logging in with the HTTPS
protocol.

CLOSE

Step 5: Review the selected certificate file name. If correct, click the Please Confirm checkbox and then
click the Upload Certificate button to upload the certificate.
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Figure 99: Confirm Certificate Upload

LDAP Server Certificate *

Q Browse & Select Certificate o Upload LDAP Cerfificate

Certificate:
cert.pem

* Please Confirm
@ INFORMATION
* UPLOAD CERTIFICATE 1. Updating the Certificate and Key files will be used when

legging in with the HTTPS protocol.

2. Make sure to add the Certificate to the Browser Ceriificate
Management Database before logging in with the HTTPS
protocol.

BACK

CLOSE

Result: The Lightweight Directory Access Protocol (LDAP) or Active Directory (AD) certificate has now
been uploaded to the management server.
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4.3.5 Uploading an HTTPS Certificate & Key

This procedure provides instructions for uploading an SSL/TLS certificate and key pair to a management
server using the Resource Manager Data Center Edition Central Service.

Before you begin:

Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Administration tab.

Figure 100: Administration Tab

= X & ¢ & B @& ® i« [

The Administration page will appear:

Figure 101: Administration Page
xi\dn:.n Stratkon

Maintenance Setlings

W FACTORY RESET ¥

i LOAP Sarver L B HTTES Conutiots Samags

e bist St L CERTEICATE K3y uenoan®)

T
CoE 1 reser ¢

- EEN

i R

2 LDAPIAD SERVER CERTIFCATE UPLOADY

TEnatinOrnatie g LOUUEYAD Daodal 13 M T 000 peorty

Step 2: Under Settings, in the HTTPS Certificate Settings section, click the Certificate & Key Upload
button.

Figure 102: Certificate & Key Upload Button

& HTTPS Certificate Settings

X CERTIFICATE & KEY UPLO.&Da

A TLS Certificate & Key Pair window will appear, showing step 1 of the upload process:
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Figure 103: TLS Certificate & Key Pair Window

TLS Certificate & Key Pair =

o Browse & Select Cerificate & Key Pair

CLOSE

Step 3: Click the Select File buttons to browse to the desired certificate and key files on the host
system.

Figure 104: Certificate & Key Files Selected

TLS Certificate & Key Pair &

o Browse & Select Certificate & Key Pair

— Certiicate File 0.81KB
 seicc e [

Certificate File Staged Successfully; Ready for Upload

TFILE 023KB
- key.pem

Key File Staged Successfully; Ready for Upload

CLOSE

Step 4: Click the Next button.
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Figure 105: Next Button

The TLS Certificate & Key Pair window will update to show step 2 of the upload process:
Figure 106: Confirm Certificate & Key Files

TLS Certificate & Key Pair &

o Browse & Select Certificate & Key Pair o Upload TLS Certificate & Key Pair

Certificate:
cert.pem

Key:
key.pem

D Please Confirm

CLOSE

Step 5: Review the selected certificate and key file names. If correct, click the Please Confirm checkbox
and then click the Upload Certificate button to upload the pair of files.
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Figure 107: Upload Certificate & Key Files

TLS Certificate & Key Pair &

o Erowse & Select Cerfificate & Key Pair o Upload TLS Certificate & Key Pair

Certificate:
cert.pem

* UPLOAD CERTIFICATE

CLOSE

Result: The SSL/TLS certificate and key pair have now been uploaded to the management server.
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4.4 Accounts

The management server's Accounts tab provides controls for configuring admin and user account access to
the server.

4.41 Creating a User Account

This procedure provides instructions for creating a user account on a management server using Resource
Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Accounts tab.

Figure 108: Accounts Tab

= X & ¢ @ B3 @ & & [

The Accounts page will appear:

Figure 109: Accounts Page

& Accounts (1)

User 1d | ldentifier Role

N drnin
p i admi Admin

Step 2: Click the Create Accounts button.

Figure 110: Create Accounts Button
CREATE ACCOUNTS ©

A Create Accounts window will appear:
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Figure 111: Create Accounts Window

Create Accounts

o Account Details

CLOSE

Step 3: Use the available fields to enter a user ID, role, and password. Then click the Create button.

Figure 112: Account Details

Create Accounts =
o Account Details
0 - e
FirstnameLastname X ReadOnly "
T X ®

CLOSE

Result: The user account has now been created on the management server.
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4.4 Accounts

4.4.2 Editing a User Account

This procedure provides instructions for editing a user account on a management server using Resource

Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for
Step1: From the server dashboard, click the Accounts tab.

Figure 113: Accounts Tab

= X & ¢ & B @ # &«

The Accounts page will appear:

Figure 114: Accounts Page

6 Accounts (3)

CREATE ACCOUNTS @

Userld | ldentifier

?‘ admin admin
,?‘ B1 @ 2
?‘ Test B =

Step 2: Click the Edit icon for the account to be edited.

Figure 115: Edit Icon

6 Accounts (3)

User ld | ldentifier

?‘ admin admin
?’ B1 @ 2

Test & e

An Update Account window will appear:

< Western Digital.
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Figure 116: Update Account Window

Update Account

o Account Details

. (7]
ReadOnly -

SUCCESS! CREATE ANOTHER OR CLOSE?

Step 3: Use the available fields to edit the account role or password. Then click the Update button.
Figure 117: Update Account Details

Update Account

o Account Details

Operator v

UPDATE

SUCCESS! CREATE ANOTHER OR CLOSE?

Result: The management server's user account has now been edited.
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4.4.3 Deleting a User Account

This procedure provides instructions for deleting a user account from a management server using
Resource Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for
Step1: From the server dashboard, click the Accounts tab.

Figure 118: Accounts Tab

= X & ¢ & 3 & # «& [

The Accounts page will appear:

Figure 119: Accounts Page
6 Accounts (3)

CREATE ACCOUNTS @

Userld

| Identifier Role
f‘ admin admin Admin
& e B ReadOnly
& T d Test Readonly

Step 2: Click the Delete icon for the account to be deleted.

Figure 120: Delete Icon
= Accounts (3)

User ld

| ldentifier Role
» e
? admin admin Admin
& B1 "
‘? B B ReadOnly

» Test -
7 ] =

A dialogue box will appear, promting the user to confirm the deletion:
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Figure 121: Confirm Account Deletion

Are you sure you want to delete Test?

Step 3: Click OK.

After the deletion is processed, the Accounts page will refresh to show the remaining accounts:

Figure 122: Remaining Accounts

a Accounts (2)

CREATE ACCOUNTS @

User Id

| Identifier Role
j o admin Admin
i o B1 ReadOnly

Result: The management server's user account has now been deleted.
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4.5 Location

The management server's Location tab provides controls for configuring the server's physical location
attributes.

4.51 Setting Location Attributes

This procedure provides instructions for setting/modifying the location attributes of a management server
using the Resource Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for

Step1: From the server dashboard, click the Location tab.

Figure 123: Location Tab
= X & ¢ w & [
The Location page will appear:

Figure 124: Location Page

0 Location

(s CLEARALL [

Attribute Value

Address 1@ 9950 Federal Drive &
Address 2 @

Address 3@  ClckioEdl s
Building @ 8950 &

city @ Colorado Springs ¢
Country @ usa #

Device @ 04

GPSCoords® = ClexioEdl 'd

item @ Rack Units &

Other Location Info @  Clickio Eai 4

Pod @ 1/

Postal Code @ 80921 &

Rack @ 24

Room @ 150 4

Row @ 14

Shelt @ w#

Site Name @ WDC Colorade Springs Lab 1 &
state @ Colorada &

Territory @ s
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Step 2: To edit a location attribute, click the attribute's edit icon.

Figure 125: Edit Icon

0 Location

# CLEARALL

Attribute Value

Address 1@ 9950 Federal Q'Zi!‘.‘-’.
Address 2 © Suite 100 &
Address 3@  Clckio Edl 4
Building @ 8950 &

city @ Colorado Springs &
Country @ Usa #

Device @ 0
GPSCoords®  ClckloEdt '

ftem @ Rack Units &
Other Location Info @  Clckio Eait &

Pod @ 14

Postal Code @ 80921 #

Rack @ 24

Room @ 159 &

Row @ 14

shelf @ ms

Site Name © WDC Colorado Springs Lab 1 &
State @ Colorado &
Territory @ 4

A text field for that attribute will appear.

Step 3: Type a new value into the text field, and click the green checkmark to accept the value.

Figure 126: Edit Attribute

Address 1@ Mew Addresd

117256 Q

Step 4: Repeat as needed to set/modify the remaining attributes.

Result: The location attributes of the management server have now been set.

< Western Digital.
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4.6 Device OS

The management server's Device OS tab provides information about the currently installed version of
Resource Manager Data Center Edition and controls for updating it.

4.6.1 Checking the Resource Manager Software Version

This procedure provides instructions for checking the version of the Resource Manager Data Center Edition
software on a management server.

Before you begin:

e Follow the instructions for
Step 1: From the server dashboard, click the Device OS tab.

Figure 127: Device OS Tab

= X & ¢ @& 3@ @ & & [

The Device OS page will appear, displaying the version number:

Figure 128: Device OS Page

Device OS
Altribute Vialug Altribute Value
Name Resource Manager Data Center Version

Type Linux

Result: The version of the Resource Manager Data Center Edition software has now been checked.
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4.7 Assets

The management server's Assets tab provides searchable information about discoverable resources on the
same network as the server.

4.71 Checking the Status of Assets

This procedure provides instructions for checking the status of assets (or resources) discovered by a
Resource Manager Data Center Edition Central Service network scan.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Assets tab.

Figure 129: Assets Tab

m X & 0 @

e #® & [

The Assets page will appear, providing a list of discovered assets with information such as
resource names, |IP addresses, and health status:

Figure 130: Assets Page

Assets (57)

Q " :
MName T
| oxc | 5000ccabl3000000 182 188.151.152 H4060-J 4030 Storage V'
| Ox | 5000ccab04000680 152168148201 H4102-J 000 Storage
| oxc | E000ccab04008800-A 482 465,114,135 H4102-) 40,15 Storage Vv
=3 5000ccab04008600-B 1S IBEITLIE H4102-J 4015 Storage V'
| oxc | 5000ccabldescB) 182 158,144 50 H4060-) 0.0.0 Storage Vv
= 5000ccablddeT880 182 958,151,132 H4080-J 238 Storage Y
E3 500 0ccabl40e7is0 15296823055 H4060-) In Storage VY
= E000ccab04105300 450 1EB. 230443 H40B0-J 311 Storage ¥
E3 5000ccab02108100 515,184 967 H4102-J 4030 Storage Vv
E3 5000ccab0410a200-A 1524852382 H4102-J 4.0.30 Storage ™
| Criticai faibure | 5000ccab0410a180-A 152 16823457 H&102-J 4030 Storage
E3 5000ccab04110780-A 152185145205 H4102-J 4.0.15 Storage ™
=3 5000ccab04110a00-A 152 168258210 H&102-J 4013 Storage v
[ oxt | 5000ccab04110a00-B 152168230451 H4102-J 4013 Storage ¥
=3 5000ccab0d113280 1821851811 H4102-J 4030 Storage
E3 5000ccab04113b80-4 152 969.145.233 H&102-J 403 Storage
E3 5000ccab0411£080 182 9ERITATT H4060-J 4.0.30 Storage Vv
| x| 5000ccabld11f00 152 98811127 H4060-J 31N Storage “
| oxc | 5000ccab05000480 1163144 38 H4102-) 4010 Storage V'
=3 5000ccabl50a0580 152168411, 222 H4102-J 4010 Storage V'
| ox | 5000ccab050e2700 11 1ER T3 H4060-) 4030 Storage Vv
o] 5000ccab05022750 19245513728 H4060-) 413 Swrage ¥
E3 5000ccab050a2all 152163 4843 H4102-J 4.0.30 Storage V'
| oxc | 23000-09002e 11 1ER 13 TE OpenFlex E3000 205 Chassis ¥
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Note: In cases where an asset's login credentials don't match those of the
Resource Manager Data Center Edition on the management server, the asset's
status will appear as Unauthorized and a Lock icon will be displayed:

Figure 131: Lock Icon

92 168 237 236

Clicking the Lock icon will bring up a dialog box, allowing the user to provide login
credentials for that asset.

Figure 132: Locked Asset Login Dialog Box

’
192_168_237_236

Lse this dialog to Provide Credentials for this
resource

Usemame
5 Password =

If login credentials are provided, the information for this asset will become
available on the next discovery scan.

4

Step 2: Use the Search field to limit the asset results by search criteria.

< Western Digital.
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Figure 133: Search Field
Assets (57)
Q " :
Name ™

| oxc | 5000ccab03000000 182 183151154 H4060-J 4.0.30 Storage V'
| Ox | 5000ccab04000680 152168148201 H4102-J 000 Storage
| oxc | 5000ccabla008600-A 18185111138 H4102-J 40.15 Storage V'
| Ox | 5000ccabla008600-B 152 169111118 H4102-J 4015 Storage V'
E3 5000ccab0d0e5c80 18218514450 H4060-J 0.0.0 Storage Vv
= 5000ccablddeT880 RERIERERER H4060-J 238 Storage Y
E3 500 0ccabl40e7is0 15296823055 H4060-) In Storage VY
= E000ccab04105300 450 1EB. 230443 H40B0-J 311 Storage ¥
E3 5000ccab04108100 S 165,144 957 H4102-J 4030 Storage V¥
| oxc | 5000ccabld10a200-A 152 468 738,201 H4102-) 4030 Storage ¥
| Crifical faiure | 5000ccab0410e180-4 52 168 238957 H4102-J 4030 Storage ¥
E3 5000ccab04110780-A 482.155.143.305 H4102-J 4015 Storage Vv
=3 5000ccab04110a00-A 152 168258210 H&102-J 4013 Storage v
[ oxt | 5000ccab04110a00-B 152168230451 H4102-J 4013 Storage ¥
= 5000ccab0a113280 EESE-RER H4102-J 4.0.30 Storage
E3 5000ccab04113b80-4A 152 163,148,233 H4102-J 403 Storage Vv
E3 5000¢ccab0411£080 182 96213TATT H4060-J 4.0.30 Storage Vv
| x| 5000ccabld11f00 182988111127 H4060-J 3N Storage “
| oxc | 5000ccab05000480 1163144 38 H4102-) 4010 Storage V'
=3 5000ccab050a0580 152168 471,222 H4102-J 4.0.10 Storage V'
E3 5000ccab050e2700 152168173 H4060-J 4030 Storage Y
E3 5000ccab050e2780 182 982.13738 H4060-) 413 Storage V'
E3 5000ccabl50e2a80 152168 9843 H4102-J 4.0.30 Storage ¥
| oxc | 23000-09002e 11 1ER 13 TE OpenFlex E3000 205 Chassis ¥

Important: The Search field provides a powerful "deep search" capability for
inventory management. Search terms are compared to all attributes associated
with an asset, as shown in the expanded asset information in step 3 (page
80). For example, searching on a drive serial number will show which enclosure
contains that drive.

©

Step 3: For additional information about an asset, click the asset's table row or down-arrow.

The row will expand to provide additional information:

Western Digital.
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Figure 134: Additional Asset Info

z=|Assets (55)

Al

L1

| 5000¢cab03000000 152 1ER. 151154 Ha0&0-J 4030 Storage,

Counts Entries Values Entries

= Accounts (3) = Fans(8) + DurableMName = Manufacturer: HGST

S000CCABO3000000
Adapters (0) « Media (60) SerialNumber

+ Hostname: oobm-00-0c-ca- USWSJ00220EAD000

Connectors (12) » Ports (1) 08-3a-

lobal i TotalCapacity: 715.52 TB
Controllers (2) » PowerSupplies (2) Sf.sdcorp.ghobal sandizk.co (715521840819200 Bytes)

Expanders (6) Sensors (102)

Result: The status of discovered assets has now been checked.
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4.8 Policies

The management server's Policies tab provides information and controls for configuring server policies.

4.8.1 Creating a Policy

This procedure provides instructions for creating a policy on a management server using the Resource
Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Policies tab.

Figure 135: Policies Tab
- X & ¢ w & [
The Policies page will appear:

Figure 136: Policies Page

Pn}'icies(SJ

£
[
CREATE POLICY
Hame | Menber Enstisd | Description Create Date | LastMosied | Rules
& eruca posc - ) Lisreem iptom cuior 2 amiet Comtastitur Scieng 612, 364 S0 Mtmod Mempcr INCKdune 1A IS0 82 SSicon MRS Mioud. UL e 82 OT-AUGI0ZD  I0-AuG-RORN MR, MyRuli
Hasm B ! e R, G AT EROEITOR LASTCN LADGN frdt o RISt 0 4 (MO Condagul Tud Bute Fure dok n 014319 on3 LT MyRu 3
f Siaain 7 Casck o Q) Peticy 9wk heath for eoenfen-Sani-Lh-usapdd Hieeddic AT BAW-ROEY  HeaBnNGDRTheck
' 083426 2482

L]

& PoRCY 10 racK e " O Ang:2 TempCheck
& Temsenscr pciaionn @D Posey 1o rack mpanre :::;;‘mn :\;::;;m empChen
Sesase Crask o =

Step 2: Click the Create Policy button.

Figure 137: Create Policy Button

CREATE POLICY ®

A Create Policy window will be displayed, showing step T:
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Figure 138: Create Policy Window

v

Create Policy

o Step 1

R — @0 Enabled

CANCEL

Step 3: Use the available fields to input a name and description for the policy, and use the toggle switch
to enable or disable the policy once it is created.

Figure 139: Create Policy Window

=

Create Policy

o Step 1
P (Feqpured 2] @
Test Policy X @ Enabled
Diescription (Cption 2]
Test policy X

CANCEL

Step 4: Click the Next button.

< Western Digital.
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Figure 140: Next Button
The Create Policy window will proceed to step 2:

Figure 141: Create Policy Window

P

. o
Create Policy
a Step 1 ° Step 2
RULE: NAME & SALIENCE (REQUIRED) ®° 8¢ 8° M
ame (Require 5 e (R A ethods (Req -
4 Range
RULE: CONDITIONS (REQUIRED) D &
RULE: DESCRIPTION & LOG (OPTIONAL) -
L
BACK
CANCEL

Step 5: In the Rule: Name & Salience section, use the available fields to input a rule name, salience, and
the action to be taken. This creates a rule within the policy.

< Western Digital.




4. Server Management - Central Service

User Guide ..
4.8 Policies
Figure 142: Creating a Rule
Create Policy e
@) sten © stn2
RULE: NAME & SALIENCE (REQUIRED) .9 =9 .9 2
Cablélé’résent X 50 7 X Sen;ﬂlﬁ'&’“ 0 X -
12/64 Range: 0-100
RULE: CONDITIONS (REQUIRED) 9 <
RULE: DESCRIFTION & LOG (OPTIONAL) @ <
o}
CANCEL
[ v
Step 6: Click to expand the Rule: Conditions section, and use the available fields to define the

conditions that will trigger the rule. The following example shows the condition of Cabl e

Present == fal se.

< Western Digital.
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Figure 143: Rule Conditions

Create Policy

o Step 1 o Step 2

RULE: NAME & SALIENCE (REQUIRED) . L] =9 . 2] <
: e v
RULE: CONDITIONS (REQUIRED)

P Y

Cable Present s == s false = W
RULE: DESCRIPTION & LOG (OPTIONAL) @ <

L
CANCEL

Step 7: Click the plus icon to add the rule to the policy.

Figure 144: Rule Conditions

Create Policy

o Step 1 o Step 2

RULE: NAME & SALIENCE (REQUIRED) ®° 8¢ @° <

. @ v

RULE: CONDITIONS (REQUIRED)
Y
Cable Present = == * false = |+ «
Cable Present == false []
RULE: DESCRIPTION & LOG (OPTIONAL) @ <
e
m
CANCEL
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Step 8: |If needed, click to expand the Rule: Description & Log section. Use the available fields to input a
description of the rule and a label for when this condition is logged.

Figure 145: Rule Conditions

Create Policy

a Step 1 ° Step 2
RULE: NAME & SALIENCE (REQUIRED) ®° 8¢ 8° ¢
RULE: CONDITIONS (REQUIRED) @ <
RULE: DESCRIPTION & LOG (OPTIONAL)
Rule for cable not present X
"Cable missing” X
™ 2
=
CANCEL

Step 9: To add another rule to the policy, click the Add Rule button. Then repeat steps 5 (page 84)
through 8 (page 87) to name the rule and define its conditions.

Figure 146: Add Rule Button
Step 10: When all rules for the policy have been added, click the Next button.
Figure 147: Next Button

The Create Policy window will proceed to step 3.
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Figure 148: Confirm Policy

[F ]

Create Policy

o Step 1 o Step 2 e Confirmation

Mame: Test Policy Enabled: true

Descriplion: Test policy

Rules
Name: CablePresent Salience: 50 Action Methods: SendMail

Conditions:
» Cable Present == false

Description: Rule for cable not present

Log: "Cable missing”

D Please Confirm

CANCEL

Step 11: Review the listed rule(s). If the information looks correct, click the Please Confirm checkbox and
then click the Create button.
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Figure 149: Create Policy

[F ]

Create Policy

o Step 1 o Step 2 e Confirmation

Mame: Test Policy Enabled: true

Descriplion: Test policy

Rules
Name: CablePresent Salience: 50 Action Methods: SendMail

Conditions:
» Cable Present == false

Description: Rule for cable not present

Log: "Cable missing”

Please Confirm <

= =3«

CANCEL

. 4

A popup window will appear, showing the progress of the policy creation.

Figure 150: Policy Creation Progress
Message Center

Start: = Total:
; &7 17, 11:00:02 am 8/ 17, 11:00:02 am Ohr Omin 0s.0

Step 12: When the progress window disappears, check the table on the Policies page to ensure that the
newly created policy is displayed.
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Figure 151: New Policy

.
Pc'ucues(*‘-l
=

CREATE POLCY @ m
Kame

| Mdentifer
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Result: The policy has now been created on the management server.
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4.8.2 Deleting a Policy

This procedure provides instructions for deleting a policy from a management server using the Resource
Manager Data Center Edition Central Service.

Before you begin:
« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Policies tab.

Figure 152: Policies Tab
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The Policies page will appear:

Figure 1563: Policies Page
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Step 2: Click the Delete Policy icon for the policy to be deleted.

Figure 154: Delete Policy Icon
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A popup window will prompt the user to confirm the deletion:
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Step 3:

Step 4:

Figure 155: Delete Policy Icon

Are you sure you want to delete Test Policy?

Click the OK button.

A popup window will appear, showing the progress of the policy deletion.

Figure 156: Policy Deletion Progress
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When the progress window disappears, check the table on the Policies page to ensure that the
policy is no longer listed.

Figure 157: Policies Page
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Result: The policy has now been deleted from the management server.
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4.9 Notifications

The management server's Notifications tab provides information and controls for configuring SMTP alerts
and SNMP traps.

4.91 Creating an SMTP Alert

This procedure provides instructions for creating a Simple Mail Transfer Protocol (SMTP) alert on a
management server using the Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step 1: From the server dashboard, click the Notifications tab.

Figure 158: Notifications Tab
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The Notifications page will appear:

Figure 159: Notifications Page
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Step 2: Click the Create Notification button.

Figure 160: Create Notification Button
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A Create Notification window will appear, showing step 1:
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Figure 161: Create Notification Window
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CANCEL

Step 3: Use the available fields to select the SMTP Alert notification type, and input a name and
description for the notification.

Figure 162: Notification Type
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Step 4: Click the Next button.
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Figure 163: Next Button

The Create Notification window will update to show step 2:

Figure 164: SMTP Settings
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CANCEL

Step 5: Use the available fields to input the required SMTP settings.
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Figure 165: Populated SMTP Settings
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Step 6: Click the Next button.
Figure 166: Next Button

The Create Notification window will update to show step 3:
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Figure 167: Distribution Settings
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Step 7: Use the Email Address field to input the addresses that will receive the alert. The addresses
will then appear in the Recipients list. Use the Distributions Name field to name this email
distribution group.
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Figure 168: Populated Distribution Settings
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Tip: Use the Add Distribution or Remove Distribution buttons to create additional
email distribution groups or delete existing groups.

Figure 169: Add / Remove Distribution Buttons

Step 8: Click the Next button.
Figure 170: Next Button

The Create Notification window will update to show step 4:
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Figure 171: Notification Confirmation

Create Notification

o MName, Type & Description o SMTP Seftings o Distributions o Confirmation

Mame: Test Alert Type. SMTPAlert

Descriplion: Test SMTP Alert

Server: smtpserver.company.com Port: 25

Subject: SMTP From: smtpadmin@company.com
Usemame: admin Password; === {5y
Distributions

Mame: SMTP Alerts Group Recipients:

lastname.firstname@company.com
firstname.lastname@company.com

CANCEL

Step 9: Review the listed information. If correct, click the Please Confirm checkbox and then click the
Create button.
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Figure 172: Create SMTP Notification
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When the notification has been created, it will appear in the notifications list:

Figure 173: SMTP Notification Created

f MNotifications (3)
creATE NoTIFICATION )

Name L ianntime Type Descrignion Create Date Last Mogifies
& Ruoc Emsiana B SMTRAle Fiesource Manager Data Center Emal Akl 03.0uk2023 074329 03 Ju2003 0748 29
P — s BEaT TE R T - = =
& rune Tuo e g INMPTIR Flescunce Mamager Duts Conter Teas Al 02 03302023 07 51:02
—
I j Test kvt @ SMTRANT Test SMTP Asert

Ay 2023 128553 Owhug-20F3 1258 53

Result: The SMTP notification has now been created on the management server.
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4.9.2 Creating an SNMP Trap

This procedure provides instructions for creating a Simple Network Management Protocol (SNMP) trap on
a management server using the Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

@ Important: Resource Manager Data Center Edition currently supports only SHA and DES
authentication protocols for SNMP traps.

Step1: From the server dashboard, click the Notifications tab.

Figure 174: Notifications Tab
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The Notifications page will appear:

Figure 175: Notifications Page
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Step 2: Click the Create Notification button.

Figure 176: Create Notification Button
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A Create Notification window will appear, showing step 1.
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Figure 177: Create Notification Window
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Step 3: Use the available fields to select the SNMP Trap notification type, and input a name and
description for the notification.

Figure 178: Notification Type
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Step 4: Click the Next button.
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Figure 179: Next Button
The Create Notification window will update to show step 2:
Figure 180: SNMP Settings
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Step 5: Use the available fields to input the required SNMP settings.
Figure 181: Populated SNMP Settings

Create Notification

a MName, Type & Description a SNMP Settings
ersion (Required (2] Comunty (Required 2}
Version 1 ~ public X
Target IPy4 Address(Requied (2] Target Port (Requirsd 2}
10.20.30.40 X 162 X

CANCEL

Step 6: Click the Next button.
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Figure 182: Next Button
The Create Notification window will update to show step 3:
Figure 183: SNMP Confirmation
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Step 7: Review the listed information. If correct, click the Please Confirm checkbox and click the Create
button.

Figure 184: Create SNMP Notification
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When the notification has been created, it will appear in the notifications list:

Figure 185: SNMP Notification Created
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Result: The SNMP trap has now been created on the management server.
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4.9.3 Deleting a Notification

This procedure provides instructions for deleting a notification from a management server using the
Resource Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for

Step1: From the server dashboard, click the Notifications tab.

Figure 186: Notifications Tab
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The Notifications page will appear:

Figure 187: Notifications Page
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Step 2: Click the Delete icon next to the notification to be deleted.

Figure 188: Delete Icon
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A popup will prompt the user to confirm the deletion:

Figure 189: Confirm Deletion

This will delete Test Alertand cannot be undone. Are you sure you want
to delete Test Alert?

Step 3: Click the OK button to confirm the deletion.

After the deletion has been processed, the notification will be removed from the Notifications
page:
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Figure 190: Notification Removed
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Result: The notification has now been deleted from the management server.
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410 Analytics

The management server's Analytics tab provides information and controls for configuring server analytics.
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4101 Creating Analytics

This procedure provides instructions for creating analytics on a management server using the Resource
Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Analytics tab.

Figure 191: Analytics Tab
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The Analytics page will appear:

Figure 192: Analytics Page
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Step 2: Click the Create Analytics button.

Figure 193: Create Analytics Button
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A Create Analytics window will appear:
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Figure 194: Create Analytics Window
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Step 3: Use the available fields to complete the name and description of the analytic and click Next.

Figure 195: Analytic Details
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CANCEL

The Analytics resources results will populate with details from the selection.

Step 4: Select a Resource from the list.
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Figure 196: Resources Section
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The Component types section will populate with details from the selection.

Step 5: Select a Component type from the list.

Figure 197: Component Type Section
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The Attributes section will populate with details from the selection.
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Step 6: Select an Attribute from the list and click Next.

Figure 198: Attribute Section
Create Analytic 2
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The Confirm and Create Analytic will appear.
Step 7: Select the Please Confirm options and click Create.
Figure 199: Confirm and Create Analytic
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The Analytic will be created and message center notification will appear with the status of the
Analytic.
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Figure 200: Message Center Notification

Message Center

End: Total:

I 5120, 10:54:58 am 5120, 10:54:58 am Ohr Omin Os.0

-

Step 8: To check the status, once the Analytic has been created, click MC and review the detalils.

Figure 201: Message Center Button

Result: The Analytic has now been created on the management server.
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410.2 Editing Analytics

This procedure provides instructions for editing analytics on a management server using the Resource
Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for
Step1: From the server dashboard, click the Analytics tab.

Figure 202: Analytics Tab
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The Analytics page will appear:

Figure 203: Analytics Page
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Step 2: Click the Edit Analytic button.

Figure 204: Edit Analytics Button
s

A Update Analytics window will appear:

Step 3: Edit the available fields to complete the name and description of the analytic and click Next.
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Figure 205: Analytic Details
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The Analytics resources results will populate with details from the selection.

Step 4: Edit the fields as necessary and click Next.

Figure 206: Update Analytic Details
Update Analytic

Q Name & Description o Analytic Settings

Resource @ <
OFDATAZ24-4213-USCOS040235B80001

Component Type @ <
ENCLOSURE
Attribute e <
HEALTH

=

CANCEL

The Confirm and Update Analytic will appear.

Step 5: Select the Please Confirm options and click Update.
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Figure 207: Confirm and Update Analytic
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The Analytic will be updated and message center notification will appear with the status of the
Analytic.

Figure 208: Message Center Notification
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Step 6: To check the status, once the Analytic has been updated, click MC and review the details.

Figure 209: Message Center Button

Result: The Analytic has now been updated on the management server.
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410.3 Deleting Analytics

This procedure provides instructions for deleting analytics from a management server using the Resource
Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for

Step 1:

Step 2:

Step 3:

From the server dashboard, click the Analytics tab.

Figure 210: Analytics Tab
m X & ¢ ¥ & [
The Analytics page will appear:

Figure 211: Analytics Page
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Click the Delete Analytic button.

Figure 212: Delete Analytics Button
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A Delete Analytic message will appear at the top of the browser.

Figure 213: Delete Analytic Message
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This will delete AnalyticMame and cannot be undone. Are you sure
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Click OK to delete the Analytic.
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Figure 214: Delete Analytic Message Center
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The Analytics resources results will populate with details from the selection.

Step 4: To check the status, once the Analytic has been updated, click MC and review the details.

Figure 215: Message Center Button

Result: The Analytic has now been deleted from the management server.

Western Digital.
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411 Reports

The management server's Reports tab provides information and controls for configuring server policies.

< Western Digital.
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4111 Creating a Report

This procedure provides instructions for creating a report on a management server using the Resource
Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Reports tab.

Figure 216: Reports Tab
- X & 9 ® o

The Reports page will appear:

Figure 217: Report Page

40 Analytics (3)
CREATE ANALYTIC © m Searc! Q Al s
B
O select Al Name | Identifier Description Create Date Last Modified
Os® AnalyticName 582de987-6632-3b7a-7c28-59b1e7ccT7e48 Description of analytic. 20-May-2024 16:54:58 UTC 20-May-2024 16:54:58 UTC
Og¢® BTest- A1 397b1d65-23fd-c7 2b-f6fb-1cb56adf5ada Analytic Settings + Resource: 20-May-2024 16:24:28 UTC 20-May-2024 16:24:28 UTC
5000ccab04110200-A (H4102-J -
THCLS00220EA0023-A) » Component Type:
Media » Component: SLOT A00
(HUH721212AL4204 - BDGNMJSH) « Attribute:
Health
O¢® JTest - Analytics1 75e29a4b-f5c0-adf5-2ba7-7d788b07ee33

20-May-2024 13:33:17 UTC 20-May-2024 13:33:17 UTC

Step 2: Click the Create Report button.

Figure 218: Create Analytics Button

CREATE ANALYTIC -

A Create Analytics window will appear:

Western Digital.
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Figure 219: Create Analytics Window

Create Accounts

o Account Details

CLOSE

Step 3: Use the available fields to enter a user ID, role, and password. Then click the Create button.

Figure 220: Account Details

Create Accounts =
o Account Details
0 - e
FirstnameLastname X ReadOnly "
T X ®

CLOSE

Result: The user account has now been created on the management server.

< Western Digital.
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411.2 Editing a Report

This procedure provides instructions for editing a report on a management server using the Resource

Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step 1:

Step 2:

From the server dashboard, click the Reports tab.

Figure 221: Reports Tab

- X & ¢ & [3F F

The Reports page will appear:

Figure 222: Report Page

Reports
reporTs >> & AnALYTICS > ©

Report Settings

Theme

Opacity 0.5

sBues

Type

Click the Reports button.

Figure 223: Reports Button

REPORTS »> ©

A Reports window will appear:

Figure 224: Reports Window

Reports
Report Setings
Theme
Opacty 0.5
=
e

| soumes

W

SAMPLE

b

Ll

SAMPLE

ACTIONS

ACTIONS

Step 3: Use the available options to select the necessary analytic. Then click the Save as Report button.

Western Digital.
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Figure 225: Reports Button
B SAVEAS REPORT @

A Create Report window will appear:

Figure 226: Create Report Window
Create Report

o Name & Description

(7]

ame (Require

Auto Description

off @0 On L]
TR2
CANCEL

Step 4: Complete the necessary information in the Name & Description section. The click Next button.

< Western Digital.
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Figure 227: Name & Description Section

Create Report

o Name & Description

SensorReport

Auto Description
off @ On

Included Analytics
= Sensors_Current reading

Figure 228: Next Button

45 /768

CANCEL

Step 5: \Verify the information in the Date/Time Settings section. The click Next button.

Figure 229: Name & Description Section

Create Report

o Name & Description a Date/Time Settings

Date Range Type
Dynamic @ ) Snapshot

Modify Beginning Date/Time

Begin Date/Time

Dynamic Sliding Window

=

< Western Digital.
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Modify Ending Date/Time
End Date/Time
Dynamic Sliding Window
CANCEL
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Figure 230: Next Button
Step 6: Adjust the Associated Analytics in the Associated Analytics section. The click Next button.

Figure 231: Name & Description Section
Create Report
o Name & Description o Date/Time Settings

Date Range Type 2]

Dynamic @ ) Snapshot

Modify Beginning Date/Time Modify Ending Date/Time
Begin Date/Time End Date/Time
Dynamic Sliding Window Dynamic Sliding Window

=

CANCEL

Figure 232: Next Button

Step 7: Confirm the report information and select the Please Confirm checkbox in the Confirmation
section. The click Create button.

Figure 233: Name & Description Section
Create Report
o Name & Description o Date/Time Settings

Date Range Type [7]

Dynamic @ ) Snapshot

Modify Beginning Date/Time Modify Ending Date/Time
Begin Date/Time End Date/Time
Dynamic Sliding Window Dynamic Sliding Window

=

CANCEL
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Figure 234: Create Button

CREATE

Result: The report has now been created on the management server.

< Western Digital.
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411.3 Deleting a Report

This procedure provides instructions for deleting a report from a management server using the Resource
Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Reports tab.

Figure 235: Reports Tab
- X & 9 ® o

The Reports page will appear:

Figure 236: Report Page

40 Analytics (3)
CREATE ANALYTIC © m Searc! Q Al s
B
O select Al Name | Identifier Description Create Date Last Modified
Os® AnalyticName 582de987-6632-3b7a-7c28-59b1e7ccT7e48 Description of analytic. 20-May-2024 16:54:58 UTC 20-May-2024 16:54:58 UTC
Og¢® BTest- A1 397b1d65-23fd-c7 2b-f6fb-1cb56adf5ada Analytic Settings + Resource: 20-May-2024 16:24:28 UTC 20-May-2024 16:24:28 UTC
5000ccab04110200-A (H4102-J -
THCLS00220EA0023-A) » Component Type:
Media » Component: SLOT A00
(HUH721212AL4204 - BDGNMJSH) « Attribute:
Health
(m] Vd [} JTest - Analytics1 75e29a4b-f5c0-adf5-2ba7-7d788b07ee33 20-May-2024 13:33:17 UTC 20-May-2024 13:33:17 UTC

Step 2: Click the Create Report button.

Figure 237: Create Analytics Button

CREATE ANALYTIC -

A Create Analytics window will appear:

Western Digital.
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Figure 238: Create Analytics Window

Create Accounts

o Account Details

CLOSE

Step 3: Use the available fields to enter a user ID, role, and password. Then click the Create button.

Figure 239: Account Details

Create Accounts =
o Account Details
0 - e
FirstnameLastname X ReadOnly "
T X ®

CLOSE

Result: The user account has now been created on the management server.

< Western Digital.
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This section provides information and instructions for managing an OpenFlex storage enclosure
through an out-of-band connection to a remote, central management server running Resource
Manager Data Center Edition.
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51 Overview of OpenFlex Dashboard

The upper portion of the dashboard for an OpenFlex enclosure provides a summary of the enclosure status.

Device Health

The Device Health section displays a pie chart that groups the health states of this enclosure's components,
devices, and sensors into color-coded segments.

Figure 240: Device Health Pie Chart
'3 Western Digital -

Dashboard / Device

Device Health

Device Utilization

L 1
Storage Telal: 326423

oT L 00TH 300TH

TEMP IOMA PSXINT
= o

(¢

27-Mar-2023 - 16:30:16 (UTCO.00) UTC
= Storage

Up Time
OPENFLEX-DATA24- Vernder BT Ware J,F -
USALP02720QB0002 = 2 T
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For additional details, click one of the segments. This will bring up a window with a detailed listing of the
components, devices, and sensors in that state:

Figure 241: Components & Sensors Health Status

Search O\
Name Type

10 MODULE A cg Controller

10 MODULE B @ Controller

DEVICE 1 @ Media

DEVICE 2 @ Media

DEVICE 3 @ Media

DEVICE 4 @ Media

Y =Na=N T, h
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Device Utilization

The Device Utilization section displays an aggregate of the total, free, and used storage on this enclosure.

Figure 242: Device Utilization Chart
'35 Western Digital P

Device Health Device Utilization

/—\ Total: 326423

10078 20018 300TH

TEMP IOMA PSXINT
= o

0
27-Mar-2023 - 16:30:16 (UTC0.00) UTC
= Storage
Up Time

OPENFLEX-DATAZ24-

USALP02720QB0002 LGl Sl s B
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Maximum Temperature Sensor

The Maximum Temperature Sensor section of the dashboard displays a temperature scale for the sensor
with the highest temperature in the enclosure.

Figure 243: Maximum Temperature Scale

3% Western Digital 6

Dashboard / Device

Device Health Device Utilization

Tolal: 326.423

100TE 20018 3007TH

TEMP IOMA PSXINT
= o

27-Mar-2023 - 16:30:16 (UTC0.00) UTC

= Storage
Up Time

OPENFLEX-DATAZ24- VendorFirmWare = a
USALPO02720QB0002 SR .

For additional details, click the i at the bottom of the panel. This will bring up a window showing the
thresholds for that sensor:

Figure 244: Sensor Temperature Thresholds

TEMP IOMA PSXINT

HighThresholdFatal: 105
HighThresholdCritical: 100
LowThresholdCrifical: 0

LowThresholdFatal: 0
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Device Information

The panels in the middle section provide information about the enclosure, including the device ID, firmware
version, and uptime/runtime.

Figure 245: Device Details
'35 Western Digital P

Dashboard / Device

Device Health Device Utilization

L 1
Slorage Tolal: 326.423

ore 100TE 20018 3007TH

27-Mar-2023 - 16:30:16 (UTC0.00) UTC
= Storage
Up Time

OPENFLEX-DATAZ24-
USALPO02720QB0002

Vendor Firmware 3 3 49

Device Management Controls

The bottom portion of the dashboard provides enclosure management information and controls, which are
organized into tabs. The following sections provide procedures for the most common management actions
available from these tabs.

* Device Information (page 135)

* Administration (page 139)

* Accounts (page 160)

* Location (page 167)

¢ Controllers (page 170)

* Power Supplies (page 171)

* Fans (page 172)

* Ports (page 173)

* Sensors (page 178)

* Device OS (page 180)

¢ Media (page 185)

Western Digital.
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5.2 Device Information

The OpenFlex enclosure's Device Information tab provides general information about the enclosure and its
network role, such as model, serial number, hostname, and IP addresses.

5.21 Viewing/Downloading Logs & Files

This procedure provides instructions for downloading logs, notices, firmware build information, and
telemetry files from an OpenFlex enclosure using the Resource Manager Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step 1: From the enclosure dashboard, click the Device Information tab.

Figure 246: Device Information Tab

- X a o fd e @ ® O® & O

The Device Information page will appear:

Figure 247: Device Information Page

emm Device Information

openflex-data24-usalp02720gb0002 #*

il 0K
Attribute Value 1P Addresses
1] openBex-dala24-usalp027 20680002 1082.168.220.201
SerialNumber USALPO2T200B0002
Maodel OpenFlex Data24
Manulscturer WD .capabm:y Description
Controller 10 MODULE A (Zravesar Gorrars Viawpeint) S e B STotRa0 pECVICes
TotalCapacity 326.42 TE (326422779756544 Bytes) Flock Sever TS cevics prowiaes plock storage
Management This device provides speciakzed hardware dedicaled to systems
Controliar management,

Chassiz Manager  This is an aggregation point for management and may rely on
subordinate management conirollers for the management of constituent

parts

Storage Device This devica it a storage-based enclosure fype.
Entiosure

Flash Madia This devica provides fash-based stofage volumes
Device

Step 2: Click the Device Logs button.

Figure 248: Device Logs Button

DEVICE LOGS -

A Device File Viewer window will appear:

Western Digital.
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Figure 249: Device File Viewer

Device Log Viewer =

O Auditiog () Customerlog () Notices () Buildinfo () Telemetry

Select from the files above

CLOSE

Step 3: Use the radio buttons at the top to select the logs or files to be viewed/downloaded. The
Resource Manager Data Center Edition will retreive the selected information.

Figure 250: Selecting Files

Device Log Viewer =

(O Auditiog () Customerlog €) Notices (O Buildinfo () Telemetry

Copyright 2020-2022 Western Digital Corporation or its affiliates. All rights
reserved

Third Party Notices

This product may include or use the following open source software subject to
the following open source licenses. If required by the applicable open source
license, Western Digital may provide the open source code to you on request
either electronically or on a physical storage medium for a charge covering the
cost of performing such distribution, which may include the cost of media,
shipping, and handiing

Each third-party component that may be included is listed below, followed by its
associated license text

Step 4: Click the Export button to download the selected files.
Figure 251: Export Button

& EXPORT

The appropriate file type will be downloaded to your Downloads directory.

Step 5: Click the Close button to close the Device File Viewer.

Result: The logs or files have now been downloaded from the OpenFlex enclosure.

< Western Digital.
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5.2.2 Enabling the Enclosure Ident LED

This procedure provides instructions for enabling the identification LED of an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Device Information tab.

Figure 252: Device Information Tab

- X a o @@ ® O & O

The Device Information page will appear:

Figure 253: Device Information Page

= Device Information
openflex-data24-usalp02720gb0002 &

% X ok )

Attribute Value P Addresses

1] openBex-dala24-usalp027 20680002 1082.168.220.201

SerialNumber USALPO2T200B0002

Model OpenFlex Data24

Manufacturer wWDC Capobility Descriplion

Controller 10 MODULE A iSrowsar Carmsnt Vipwasint) Storage: This device is a storage provider.

TotalCapacity 326.42 TE (326422779756544 Bytes) Flock Sever TS cevics prowiaes plock storage
Management This device provides speciakzed hardware dedicaled to systems
Conbroliar management

Chagsig Manager  This is an aggregation point for management and may rely on
suberdinate management controliers for the managemaent of constituent

parts

Storage Device This devica it a storage-based enclosure fype.
Entiosure

Flash Media This device provides flash-based storage velumes.
Davice

Step 2: Click the Locator LED button.

Western Digital.
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Figure 254: Locator LED Button

amm Device Information
openflex-data2d-usalp02720qb0002 ¢*

®o @

Attribute Value 1P Addresses

L] openBex-dat il 182.1628.230.201

SerialNumber USALPO2T200B0002

Model OpenFlex Data24

Manulacturer woe Capability Description

Controller IO MODULE A (Brenesar Cureune Vinwsings Storage This device i 3 SIOTage provider,

TotaiCapacity 326,42 T8 (326422776756544 Bytes) Block Servr  This eavics prowidss bleck storage
Management This device provides speciakzed hardware dedicaled to systems
Controliar management,

Chagsiz Manager  This (5 an aggregation point for management and may rely on
subordinate management controliers for the management of constituent
pans

Storage Devica This device is a storage-based enclosure type.
Enclosurs

Flash Media This device provides flash-based stofage volumes.
Davice

The enclosure's identification LED will pulse with a blue color, indicating that it is enabled:

Figure 255: Identification LED Enabled

amm Device Information
openflex-data24-usalp02720qb0002 ¢*

®o @

Attribute Value 1P Addrasses

1] openBex-dala?4-usalp027 20000002 182 1628230201

SerialNumber USALPOZT200B0002

Model OpenFlex Data2d4

Manufacturer wDe Capability Description

Controller 10 MODULE A Browser Corent Viewpoing Storage Thig device i 3 Slorage provider,

TotaiCapacity 326.42 TB (326422779756544 Bytes) Elack Server This device provides block starage
Managament This device provides speciakzed hardvare dedicaled to systems
Conbroliar management

Chassis Manager  This is an aggregation point for management and may rely on
subordinate management controliers for the management of constituent

pans.
Storage Devica This devica it a storage-based enclosure typa.
Enclosure
Flash Media This device provides flash-based storage volumes
Device

Step 3: To disable the LED, click it again.

Result: The identification LED of the OpenFlex enclosure has now been enabled.

Western Digital.
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5.3 Administration

The OpenFlex enclosure's Administration tab provides controls for administrative operations, such as
rebooting the enclosure, LDAP/AD settings, and uploading an SSL/TLS certificate.

5.3.1 Rebooting the Enclosure

This procedure provides instructions for rebooting an OpenFlex enclosure using the Resource Manager
Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step 1: From the enclosure dashboard, click the Administration tab.

Figure 256: Administration Tab

=X a o e @ ® O® & O

The Administration page will appear:

Figure 257: Administration Page

XAdmn nistration
Maintenance Settings
o rEBOOT P o LDAR Server @ O NP Servens O
W FACTORY RESET © F———
Domain: ot Set
Bt ¢
B Grous 10 AZO GROUP ©
Spipct AX (%
Hame Fiesa & HITPS Comticats Semngs
£ CERTIFICATE & KEY UPLOAD®
g \DAPIDSERVER CERTIFICAIE @
UPLOAD
TERSER D00 I LOARYLD Sopttod 13 20 I
[o—p—
ACTIONS

Step 2: Click the Reboot button.

A Caution: Clicking the Reboot button will reboot the enclosure, making it
unavailable until the reboot is completed.

Western Digital.
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Figure 258: Reboot Button

£ reBoot @

The enclosure will be rebooted, and will become available again when the reboot is completed.

Result: The OpenFlex enclosure has now been rebooted.

< Western Digital.
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5.3.2 Enclosure Factory Reset

This procedure provides instructions for performing a factory reset of the OpenFlex enclosure using
Resource Manager Data Center Edition software.

Before you begin:

Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Administration tab.

Figure 259: Administration Tab

= X a o e @ ® O & O

The Administration page will appear:

Figure 260: Administration Page

x.ﬂ.drnl nistration
Maintenance Settings
o= REBOOT o i LDAP Savir @ O HIP Servis §0
W4 FACTORY RESET © F———
Domain: ot Set
[icore 9
M ReseT 9
[ 015 35 g d TP
B Grous 10 AZO GROUP ©
Spipct AX (%
Hame Fiesa & HITPS Comticats Semngs
£ CERTIFICATE & KEY UPLOAD®
g \DAPIDSERVER CERTIFICAIE @
UPLOAD
TEnstinDuradis Bhe LOAPYLD srotocel 83 S48 B
[orp—
ACTIONS

Step 2: In the Maintenance section, click the Factory Reset button.
Figure 261: Reset Button

4 FACTORY RESET ®

The enclosure will become unresponsive until it is returned to its original factory settings.

Result: The enclosure has now been reset.

Western Digital.
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5.3.3 Adding an LDAP/AD Group

This procedure provides instructions for adding a Lightweight Directory Access Protocol (LDAP) or Active
Directory (AD) group to an OpenFlex enclosure using the Resource Manager Data Center Edition.

Before you begin:
« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Administration tab.

Figure 262: Administration Tab

= X a o e @ ® O & O

The Administration page will appear:

Figure 263: Administration Page

x.ﬂ.drnl nistration
Maintenance Settings
o= REBOOT o i LDAP Savir @ O HIP Servis §0

e =

Dpaanen A

Domain: ot Set
1 pasl iz gwn g
Bt prassicn 8 35 eing 4 TP Servers
B Grous 10 AZO GROUP ©
Salpct AS 0
Hame Fiesa & HITPS Comticats Semngs

£ CERTIFICATE & KEY WLWO

£ LOWPIAD SERVER CERTIFICATE @)
LPLOAD

ErdbinDisati B LOAPALD crotocsd 85 598 B
acoounE priodly

ACTIONS
Step 2: In the Settings section, click the Add Group button.

Figure 264: Add Group Button

ADD GROUP ©

The Add Group window will appear:
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Figure 265: Add Group Window
LDAF / AD

Add Group

Status:

Select A Role
() Admin () ReadOnly

CLOSE

Step 3: Type a name into the Group Name field, and use the radio buttons to select a role for the group.

Figure 266: Naming the Group

LDAP / AD

Add Group

Test Group

Status:

Step 4: Click the Add Group button.

Figure 267: Add Group Button

Select A Role
() Admin € ReadOnly

CLOSE

A success message will be displayed:

< Western Digital.
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Figure 268: Successful Addition of Group

LDAP / AD *

Add Group

Select A Role
() Admin () ReadOnly

Status: Success!

CLOSE

Step 5: Click Close to close the Add Group window.

Figure 269: Closing the Add Group Window

LDAP / AD ®

Add Group

Select A Role
() Admin () ReadOnly

Status: Success!

CLOSE

Step 6: In the Settings section, under Groups, verify that LDAP/AD group has been created.

Figure 270: Verifying the Group

B Groups (1) ADD GROUP ©
[ select All (D)
Mame Role

[ @ TestGroup ReadOnly

Result: The LDAP/AD group has now been added to the enclosure.

< Western Digital.
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5.3.4 Configuring LDAP/AD Settings

This procedure provides instructions for configuring Lightweight Directory Access Protocol (LDAP) or
Active Directory (AD) connection settings on an OpenFlex enclosure using the Resource Manager Data
Center Edition.

Before you begin:

1. Follow the instructions for Navigating to an Enclosure Dashboard (page 46).
2. Follow the instructions for Adding an LDAP/AD Group (page 142).

Step 1: From the enclosure dashboard, click the Administration tab.

Figure 271: Administration Tab

= X & ¢ £ @ B ® © & @

The Administration page will appear:

Figure 272: Administration Page

Xnumu nistration
Maintenance Settings
i @
Oposimpog &
Domain: hict Set
1pesiren sen
| noorr O~ cieas © 2o £
B! pebnch 15 244 4 TP Sarveed
BB Groues i) ADO GROUP 9|
Sapct A1
Hame Poke & HTTPS Commbcaty Semngs

LDARAD SERVER CERTIFICATE @)

< LFLOAD

“Erabin Dia0u I LOWRAL) Srotoced 50 068 T
sttt preaty

Step 2: In the Settings section, under LDAP Server, click the Modify button.

Figure 273: Modify Button

An LDAP / AD window will appear:
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Figure 274: LDAP / AD Window

LDAP / AD

(Lightweight Directory Access Protocol) ! (Active Directory)

- Disabled

CANCEL

Step 3: Type the hostname or IP address of the LDAP/AD server into the LDAP Server field., and type
the LDAP/AD domain name into the LDAP Domain field.

Figure 275: Populated LDAP / AD Window

LDAP / AD

(Lightweight Directory Access Protocol) / (Active Directory

LDAP Server (2] LDAP Domain 2]
10.20.30.40 companyname.com
Hostname or IP Address 111256 companyname.com (net, org, edu 151256
- Disabled
CANCEL

Step 4: Click the Update button to save the LDAP/AD configuration.
Figure 276: Update Button

The LDAP Server section will be overlaid with a modal, showing that the update is in progress:

< Western Digital.




. 5. OpenFlex Enclosure Management — Central Service
User Guide .. .
5.3 Administration

N

Figure 277: LDAP / AD Update Progress

Update In Progress. ..
Setting LDAP / AD Seitings fo

Enabled: false

LDAF Server:
LDAP Domain Name:
%
L

When the update is complete, the LDAP Server section will display the new settings:

Figure 278: Updated LDAP / AD Settings

&2 LDAP Server 7]

Server: 10.20.30.40

Domain: companyname.com

moDiFy Ol 5« cLEArR Ol W RESET @
B8 Groups (1) ADD GROUP ©

[ select All (0)
Name Role
[0 @ TestGroup ReadOnly

X LDAP/AD SERVER CERTIFICATE UF’LO,nl\D9

*Enable/Disable the LDAP/AD protfocol to set the account priorify

Step 5: To enable the new configuration, click to toggle the LDAP Server switch to the ON position.

Western Digital.
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@ Note: To enable an LDAP/AD configuration, at least one LDAP/AD group must be
configured.

Figure 279: Toggle Switch

&5 LDAP Server «

Server: 10.20.30.40

Diomain: companyname.com

moDIFYy Ol 5~ cLeEAR Ol W RESET @
B8 Groups (0) ADD GROUP @
Select All (0)

Name Role

X LDAP/AD SERVER CERTIFICATE UF’L\O,F\D9

*Enable/Disable the LDAP/AD protocol to set the account priority

Result: The Lightweight Directory Access Protocol (LDAP) or Active Directory (AD) connection settings
have now been configured.

Western Digital.
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5.3.5 Uploading an LDAP/AD Certificate

This procedure provides instructions for uploading a Lightweight Directory Access Protocol (LDAP) or
Active Directory (AD) certificate to an OpenFlex enclosure using the Resource Manager Data Center
Edition.

Before you begin:

1. Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Administration tab.

Figure 280: Administration Tab

- X & ¢ £ @e @B ® O® & ©

The Administration page will appear:

Figure 281: Administration Page
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Step 2: In the Settings section, under LDAP Server, click the LDAP/AD Server Certificate Upload button.

Figure 282: LDAP/AD Server Certificate Upload Button

X LDAP/AD SERVER CERTIFICATE UF’L{}ADel

An LDAP Server Certificate window will appear, showing step 1 of 2:
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Figure 283: LDAP / AD Window

LDAP Server Certificate

o Browse & Select Cerfificate

SELECT FILE I

CLOSE

Step 3: Either type the certificate filename into the Certificate File field, or click the Select File button to
browse to the certificate and select it.

Figure 284: Selected Certificate File

LDAP Server Certificate

o Browse & Select Certificate

- 0.81K8
SELECT FILE cert pem

Certificate File Staged Successfully; Ready for Upload

CLOSE
Step 4: Click the Next button.
Figure 285: Next Button

The LDAP Server Certificate window will proceed to step 2:
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Figure 286: Confirm Certificate

LDAP Server Certificate *

Q Browse & Select Certificate o Upload LDAP Cerfificate

Certificate:
cert.pem

D Please Confirm

O INFORMATION
1. Updating the Certificate and Key files will be used when
legging in with the HTTPS protocol.

2. Make sure to add the Certificate to the Browser Ceriificate
Management Database before logging in with the HTTPS
protocol.

CLOSE

Step 5: Review the selected certificate file name. If correct, click the Please Confirm checkbox and then
click the Upload Certificate button to upload the certificate.
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Figure 287: Confirm Certificate Upload

LDAP Server Certificate *

Q Browse & Select Certificate o Upload LDAP Cerfificate

Certificate:
cert.pem

* Please Confirm
@ INFORMATION
* UPLOAD CERTIFICATE 1. Updating the Certificate and Key files will be used when

legging in with the HTTPS protocol.

2. Make sure to add the Certificate to the Browser Ceriificate
Management Database before logging in with the HTTPS
protocol.

BACK

CLOSE

Result: The Lightweight Directory Access Protocol (LDAP) or Active Directory (AD) certificate has now
been uploaded to the enlcosure.
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5.3.6 Configuring NTP Settings

This procedure provides instructions for configuring network time protocol (NTP) settings on an OpenFlex
enclosure using the Resource Manager Data Center Edition.

Before you begin:

1. Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Administration tab.

Figure 288: Administration Tab

= X & ¢ £ @ B ® ©® & @

The Administration page will appear:

Figure 289: Administration Page

X;‘ICI‘T nNESration
Maintenance Settings
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Step 2: In the Settings section, under NTP Servers, click the Click to Edit link or the edit icon for one of
the available NTP server configurations.
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Figure 290: Click to Edit

© NTP Servers @ O

(> @)

ntp.business.com ¢
EERE
Edit #

it &

Best practice is to define 4 NTP Servers.

The section expands to provide a text field:

Figure 291: NTP Text Field

© NTP Servers @ O

(> @)

ntp.business.com ¢

01255 e

Edit #
i &

Best practice is to define 4 NTP Servers.

Step 3: Type the domain name of an NTP server into the text field, and then click the green checkmark.
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Figure 292: NTP Domain

© NTP Servers @ O

(> @)

ntp.business.com ¢

nip_company.corm

15 /255 9

it #
i &

Best practice is to define 4 NTP Servers.

After the NTP server is verified, the enclosure's NTP configuration will be updated:

Figure 293: NTP Domain

Start: Ena:

77121, 1:38:27 pm 7121, 1:36:48 pm Ohr Dmin 185618

Step 4: Click the red X to close the notification, and verify that the NTP server is now listed.

Figure 294: NTP Server Configured

© NTP Servers @ O

(> @)

np.business com &

| ntp.company.com &

Best practice is to define 4 NTP Servers.

Result: The network time protocol (NTP) settings have now been configured on the enclosure.
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5.3.7 Uploading an HTTPS Certificate & Key

This procedure provides instructions for uploading an SSL/TLS certificate and key pair to an OpenFlex
enclosure using the Resource Manager Data Center Edition.

Before you begin:
« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Administration tab.

Figure 295: Administration Tab

= X a o e @ ® O & O

The Administration page will appear:

Figure 296: Administration Page
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Maintenance Settings
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Step 2: In the HTTPS Certificate Settings section, click the Certificate & Key Upload button.

Figure 297: Certificate & Key Upload Button

@& HTTPS Certificate Settings

X CERTIFICATE & KEY UPIJIJ'.M:I'e

A TLS Certificate & Key Pair window will appear, showing step 1 of the upload process:
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Figure 298: TLS Certificate & Key Pair Window

TLS Certificate & Key Pair =

o Browse & Select Cerificate & Key Pair

CLOSE

Step 3: Click the Select File buttons to browse to the desired certificate and key files on the host
system.

Figure 299: Certificate & Key Files Selected

TLS Certificate & Key Pair &

o Browse & Select Certificate & Key Pair

— Certiicate File 0.81KB
 seicc e [

Certificate File Staged Successfully; Ready for Upload

TFILE 023KB
- key.pem

Key File Staged Successfully; Ready for Upload

CLOSE

Step 4: Click the Next button.
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Figure 300: Next Button

The TLS Certificate & Key Pair window will update to show step 2 of the upload process:
Figure 301: Confirm Certificate & Key Files

TLS Certificate & Key Pair &

o Browse & Select Certificate & Key Pair o Upload TLS Certificate & Key Pair

Certificate:
cert.pem

Key:
key.pem

D Please Confirm

CLOSE

Step 5: Review the listed certificate and key files, and click the Please Confirm checkbox if the files are
correct. Then click the Upload Certificate button to upload the pair of files.
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Figure 302: Upload Certificate & Key Files

TLS Certificate & Key Pair &

o Erowse & Select Cerfificate & Key Pair o Upload TLS Certificate & Key Pair

Certificate:
cert.pem

* UPLOAD CERTIFICATE

CLOSE

Result: The SSL/TLS certificate and key pair have now been uploaded to the OpenFlex enclosure.
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5.4 Accounts

The OpenFlex enclosure's Accounts tab provides controls for configuring admin and user account access.

5.41 Creating a User Account

This procedure provides instructions for creating a user account on an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Accounts tab.

Figure 303: Accounts Tab

= X & £ e @ ® ©® & O

The Accounts page will appear:

Figure 304: Accounts Page

& Accounts (1)

User Id | Identifier Rola

» admin A i
& admin i ’ Sou

Step 2: Click the Create Accounts button.

Figure 305: Create Accounts Button
CREATE ACCOUNTS ©

A Create Accounts window will appear:
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Figure 306: Create Accounts Window

Create Accounts

o Account Details

CLOSE

Step 3: Use the available fields to enter a User ID, Role, and Password. Then click the Create button.

Figure 307: Account Details

Create Accounts =
o Account Details
@ )
Test X ReadOnly "
4164
P i X ®
CLOSE

Step 4: \When the account creation is complete, the Accounts page will display the new account.
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Figure 308: Updated Accounts Page

a Accounts (2)

User Id | Identifier Role

f Fo— admin Admin
f Test @ 5

ReadOnily

Result: The user account has now been created on the OpenFlex enclosure.
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5.4.2 Editing a User Account

This procedure provides instructions for editing a user account on an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

e Follow the instructions for
Step1: From the enclosure dashboard, click the Accounts tab.

Figure 309: Accounts Tab

= X & ¢ £ @ @B @ ® & @

The Accounts page will appear:

Figure 310: Accounts Page

a Accounts (2)

User id | Identifier Role
f armin admin Admin
f Test Terst ReadOnly

Step 2: Click the Edit icon for the account to be edited.

Figure 311: Edit Icon
& Accounts (2)

CREATE ACCOUNTS @

User id | Identifier Role

f odmin atmin Admin

> — =
— . ReadOnly

An Update Account window will appear:
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Figure 312: Update Account Window

Update Account e
o Account Details
Sole L]
T ole
e = ReadOnly -
P ® nfirmatiot [O]

SUCCESS!I CREATE ANOTHER OR CLOSE?

Step 3: Use the available fields to edit the account Role or Password. Then click the Update button.

Figure 313: Update Account Details

Update Account =
o Account Details
(~]
- ole
e e ReadOnly -
.......... prd O sressssans b4 @

SUCCESS! CREATE ANOTHER OR CLOSE?

Result: The user account has now been edited on the OpenFlex enclosure.
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5.4.3 Deleting a User Account

This procedure provides instructions for deleting a user account from an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Accounts tab.

Figure 314: Accounts Tab

= X & o @@ ® ©® & ©

The Accounts page will appear:

Figure 315: Accounts Page

a Accounts (2)

User id | Identifier Role
f armin admin Admin
f Test Terst ReadOnly

Step 2: Click the Delete icon for the account to be deleted.

Figure 316: Delete Icon

& Accounts (2)

User id | Identifier Role

o] amin &
f odmin atmin Admin

“ ] Tast T
N =

The user will be prompted to confirm the account deletion:

Figure 317: Confirm Account Deletion

Are you sure you want to delete Test?

Step 3: Click the OK button.

After the deletion is processed, the Accounts page will display the remaning accounts:
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Figure 318: Remaining Accounts

a Accounts (1)

CREATE ACCOUNTS @
User id | Identifier Role
> admin a
j admin admin Admin

Result: The user account has now been deleted from the OpenFlex enclosure.
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5.5 Location

The OpenFlex enclosure's Location tab provides controls for configuring the enclosure's physical location
attributes.

5.5.1 Setting Location Attributes

This procedure provides instructions for setting the location attributes of an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Location tab.

Figure 319: Location Tab

- X & 9 £ e @ ® 6 & O

The Location page will appear:
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Figure 320: Location Page

Q Location
7]
.

Attribute Value
Address1 @
Address2 @
Address3 @
Building @

City @

Country @

Device @
GPSCoords @

Item @
OtherLocationinfo @
Pod @

PostalCode @

Rack @

Room ©

Row @

Shelf @

SiteName @

State @

BN % % % % % N % % % N NN N N R RS

Territory @

Step 2: To edit a location attribute, click the attribute's edit icon.

Figure 321: Edit Icon

9 Location
)
.

Attribute Value

Address1 @
Address2 @ Click to Edit #
Address3 @ Click to Edit &

A text field will be enabled, allowing up to 256 characters for the attribute.
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Figure 322: Text Field
Q Location
.

Attribute Value
Address1 @ |

0/256 @
Address2 @ Click to Edit &
Address3 @ Click to Edit ¢

Step 3: Type the appropriate information into the text field and click Enter. Repeat as needed to set/
modify the remaining attributes.

Result: The location attributes of the OpenFlex enclosure have now been set.
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5.6 Controllers

The OpenFlex enclosure's Controllers tab provides controls for managing the enclosure's IOMs.

5.6.1 Rebooting IOMs

This procedure provides instructions for rebooting the I/0 modules of an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Controllers tab.
Figure 323: Controllers Tab
= X & ¢ € @ @ ® © & @
The Controllers page will appear:

Figure 324: Controllers Page

{g Controllers (2)

Davice Attions [TEN WenlifeE | Pt Numbe Sariah Nustd Hast Marm DM Server Addiiaaes | DHS Search Domaind | HWealth | Dutails

5 Srowse 1o s Comroser Viewsort [ 10 MODULEA ! 1EAZI02-001401  USCOSOZE22000012 opteliex-aatald-J00-uacos00620ea00002ma  MILHEP @ WP £ e

Browser Cument Viewpoint m O BOOUL 2 IEAZN2-001-01 USCOS028220G001  openfien-datald- 100 uicosddi2deaiiidemb  ICHESE Mo e | o | hone
0 MODULE B .

Step 2: Click the Reboot button for the desired IOM.

& Caution: Clicking the Reboot button will reboot the IOM, making it unavailable
until the reboot is completed.

Figure 325: Reboot Button
c e

The IOM will be rebooted, and will become available again when the reboot is completed.

Result: The IOM of the OpenFlex enclosure has now been rebooted.
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5.7 Power Supplies
The OpenFlex enclosure's Power Supplies tab provides information about the enclosure's PSUs.

5.7.1 Checking the Health of PSUs

This procedure provides instructions for checking the health of power supplies for an OpenFlex enclosure
using the Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Power Supplies tab.
Figure 326: Power Supplies Tab
= X & £ @@ ®@ ® & ©
The Power Supplies page will appear:

Figure 327: Power Supplies Page

@ Power Supplies (2)

Hame Identifier Part Numbser Serial Humber Health Details
POWER SUFFLY A 1 DF3-2000AB-2 D JEUD2016000118 E None
POWER SUPPLY B 2 DPS-2000AB-2 D JEUD2016000075 | ox | Hone

Step 2: On the right hand side of the page, check the health indicators to ensure that the PSUs aren't
reporting faults.

Figure 328: PSU Health Indicators

Mame Idantifier Part Numbser Serial Number Health Details
POWER SUPPLY A 1 DPS-2000AB-2 D JEUD20M6000118 E3 Mong
POWER SUPPLY B 2 DPS-2000A8-2D JEVD201E0000TY E3 Nong

Result: The health status the OpenFlex PSUs has now been checked.
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5.8 Fans

The OpenFlex enclosure's Fans tab provides health status for the enclosure's cooling fans.

5.8.1 Checking the Health of Fans

This procedure provides instructions for checking the health of fans for an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Fans tab.
Figure 329: Fans Tab
= X & ¢ £ @ B @ © & @
The Fans page will appear:

Figure 330: Fans Page

o _ _
E‘_'; Cooling Devices (5)

Hame Identifier Health Details
COOLING FRU A E Nome
COOLINGFRU B E None
COOLING FRU C | 0 | None
COOLING FRU D E Mond
COOLING FRU E 0 | None

Step 2: On the right hand side of the page, check the health indicators to ensure that the fans aren't
reporting faults.

Figure 331: Fan Health Indicators

o _ _
E‘_'; Cooling Devices (5)

Hame Identifier Health Details

COOLING FRUA Nome

COOLINGFRU B Nom
COOLING FRU C Nome
COOLING FRU D

COOLING FRU E

Nong

None

Result: The health status the OpenFlex fans has now been checked.
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5.9 Ports

The OpenFlex enclosure's Ports tab provides information and controls for managing the enclosure's 1/0
modules and the adapter cards inside them.

5.9.1 Checking the Status of Ports

This procedure provides instructions for checking the health, connection status, link status, and link speed
of ports on an OpenFlex enclosure using the Resource Manager Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Ports tab.
Figure 332: Ports Tab

- X & £ e B @ ©® & O

The Ports page will appear:
Figure 333: Ports Page
-| Ports (2)

Controllers: 2
Adapter identifier Hieaith | Cable | Link | Speed Dusails MTU Bytes Network Type 1P Address 1R Gateway WAL Address Address Origin
FONOUEA 000 1 1 ingt o, 1] Commmsied [ i ] 4 5 | Nong 1500 1PvE Ngharri, 1921632369822 1521623361 QQOcea 1008 DHOPW
0 MODULE B 11 _iw BEEEDER W 1550 Pl Nastarork 1921682351422 1521682351 OdGcca 11004l DMGPes
Adapters: 0 [A Adapters Ofine - Device i Low-Power Mode]
Adapter Igentshiar Health | Cable / Link | Speed Daotals MTU Bytes Natwork Typs 1P Addiss 1P Gateway MAC Address Address Ongin

Step 2: The third column provides status indicators for port health, cable connection status, link status,
and link speed.

Figure 334: Fan Health Indicators
Porls )

Controllers: 2

Adapter identifier Heaith | Cable | Link | Speed Dusails MTU Bytes Network Type 1P Address 1R Gateway WAL Address Address Origin
A IOMODULEA  00_0 1 1_net o [ Commmosted [ s 1] # G2 N 1500 1P Natenoes: 192168238 1AF2  1SZ1EE3361  QO0cea 11008  DWCPW
o unoouLEe " )_in | o I Cometea [ w1 G | Mo 1500 1P Nigharie 121682350422 1IRMEE2I51  OOOCERTNO008)  DMCP

Adapters: 0 [A Adapters Ofine - Device i Low-Power Mode]

Adapber Isentehior Health | Cable / Link | Speed Daotals MTU Bytes Natwork Typs 1P Addiss 1P Gateway MAC Address Address Ongin

Result: The status of the OpenFlex ports has now been checked.
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5.9.2 Configuring Port Settings

This procedure provides instructions for configuring port settings for an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Ports tab.
Figure 335: Ports Tab

- X &a 0 @B B O & O

The Ports page will appear:
Figure 336: Ports Page
-| Ports (2)

Controllers: 2
Adapter identifier Hieaith | Cable | Link | Speed Dusails MTU Bytes Network Type 1P Address 1R Gateway WAL Address Address Origin
A IOMODULEA  00_0 1 1_net o [ Commmosted [ s 1] # G2 Nors 1500 1P Natenoes: 192168238 1AF2  1SZ1EE3361  QO0cea 11008  DWCPW
o unoouLEe " ] | o I Comnectea [ w1 G | Mo 1500 4 Nigtertk 121682350422 1IRMEE2I51  OOOCERTNO008)  DMCP
Adapters: 0 [A Adapters Ofine - Device i Low-Power Mode]
Adapter Igentshiar Health | Cable / Link | Speed Daotals MTU Bytes Natwork Typs 1P Addiss 1P Gateway MAC Address Address Ongin

Step 2: On the left hand side, click the Edit icon for the IOM port to be configured.

Figure 337: Edit Port Icon
Porls (2

Controllers: 2

Adapter identifier Hieaith | Cable | Link | Speed Dusails MTU Bytes Network Type 1P Address 1R Gateway WAL Address Address Origin
MODULEA 000 11 1_inet o I Commnoctea [ U 1] # oo+ | Nors 1500 1P Natenoes: 192168238 1AF2  1SZ1EE3361  QO0cea 11008  DWCPW
o unoouLEe " ] | o I Comnectea [ w1 G | Mo 1500 1P Nigharie 121682350422 1IRMEE2I51  OOOCERTNO008)  DMCP

Adapters: 0 (A Adapters Offineg - Device m Low-Power Mode]

Adapter Igentsfior Health | Cable [ Link | Speed Datails MTU Bytes Natwork Typs 1P Addmess 1P Gatuway WAL Address Address Ongin

An Update Port window will appear:
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Figure 338: Update Port Window

Update Port: IO MODULE A =

o Address Type, IP, Gateway

oo
3% DHCPv4

Netmask: 255.255.252.0

CANCEL

Step 3: To manually configure the IP address, netmask, and gateway, select Static from the drop-down
list. Or select DHCP to have these settings configured automatically.

Figure 339: Static Option

Update Port: 10 MODULE A e
o Address Type, IF, Gateway

0o

192 168 238 18122

Netmask: 255.255.252.0

192.168.236.1

CANCEL

Step 4: Click the Next button.
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Figure 340: Next Button

The Update Port window proceeds to the confirmation step:
Figure 341: Confirming Port Settings

Update Port: IO MODULE A =

o Address Type, IF, Gateway o Confirmation

Address Origin: STATIC

Port changes may result in loss of connectivity.
D Please Confirm Backend services will automatically restart which may
cause a communication interruption.

CANCEL

Step 5: To complete the changes to the port settings, click the Please Confirm checkbox and then click
the Update button.
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Figure 342: Complete Port Setting Changes

Update Port: IO MODULE A .

o Address Type, IP, Gateway o Confirmation

Address Origin: STATIC

Port changes may result in loss of connectivity.
Backend services will automatically restart which may
cause a communicafion interruption.

=3 =

Backend services will automatically restart, which may cause a communication interruption.

CANCEL

Result: The port settings have now been configured.
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510 Sensors

The OpenFlex enclosure's Sensors tab provides information about the enclosure's sensors, including current
readings, health status, and thresholds.

5.10.1 Checking the Health of Sensors

This procedure provides instructions for checking the health of sensors in an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Sensors tab.
Figure 343: Sensors Tab

= X & ¢ @ B @ & & @

The Sensors page will appear:

Figure 344: Sensors Page

@@:ﬁ) Sensors (62)

Name Kenttier Cumment Reading Health Details
TEMF DRIVE 01 TEMP_DRIVE_07_2_1 0= 32 Degrees © & Norp
TEMP DRIVE 02 00— 32 Degrees ¢ E Nore
TEMP DRIVE 03 00— 20 Degrees © = Norss
TEMP DRIVE 04 0 - 20 Dagress & (o= ] Mess
TEMP DRIVE 05 Termgraturs 0= 32 Degrees © = Herst
TEMP DRIVE 06 Termperatury 00— 31 Degrees G [om | hons
TEMP DRIVE 0T Terparaturs 0= 30 Degrees C o | Neess
TEMP QRIVE 03 Termparature 00— 3 Degrees ¢ = Nerp
TEMP DRIVE (9 0= 30 Degrees © = Here
TEMP GRIVE 10 Li B 30 Degrees © = Nore
TEMP DRIVE 11 00— 20 Degrees © = Norsp
TEMP DRIVE 12 0= 20 Degrees C = Nerss
TEMP DRIVE 13 [ 29 Degrees & [om | Mot
TEMP DRIVE 14 [ T 21 Degrees ¢ fom | More
TEMP DRIVE 15 0= 31 Degrees © = Nerss
TEMP QRIVE 16 00— 3 Degrees ¢ = Nerp
TEMP DRIVE 17 0= 25 Degrees © = Here
TEMP BRIVE 18 [i B 31 Degrees ¢ fiom | Nome
TEMP DRIVE 19 Li B 32 Degrees ¢ = Norp
TEMP DRIVE 20 00— 32 Degrees © x| et
TEMF DRIVE 21 TEM [ T 32 Degrees om | Mot
TEMF DRIVE 22 00— 31 Degrees C E o

Step 2: On the right hand side, check the health indicators to ensure that the sensors aren't reporting
faults.
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Figure 345: Sensor Health Indicators

(((o:p) Sensors (62)

Hame idantifier Cunent Reading ﬂ" Dunaiis
TEMP DRIVE 0 0= 32 Degrees © o= | Norg
TEMP DRIVE 02 00— 3208 © E Mee
TEMP DRIVE 03 00— 20 Degrees ¢ = Here
TEMP DRIVE 08 [ 29 Degrees & o= | et
TEMP DRIVE 05 TEMI [ 32 Degrees C o= | Mot
TEMP DRIVE 06 00— 1 Degreds © o= | M
TEMP DRIVE 0T o- — 30 Degrees & = Mors
TEMP DRIVE 08 [« T 31 Deprees © x| Non
TEMP DRIVE 09 Q= 30 Degrees © x| Nore
TEMP DRIVE 10 0= 30 Degrees © [ % | Mo
TEMP DRIVE 11 Li B 20 Degrees ¢ = Norws
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TEMP DRIVE 22 00— 31 Degreds © o= | (2

Step 3: The Current Reading column lists the current value detected by each sensor (temperature,
voltage, and current). To see the threshold settings for a sensor, hover your cursor over the
sensor's Information icon.

Figure 346: Sensor Thresholds
(Q-)j) Sensors (62)

Hame Identifier Type Current Reading Health Details

TEMP DRIVE 01 TEA Temparaten # 0= 32 Dagreas C [ = | Neng
TEMP DRIVE 02 Temp ‘Sensor TEMP_DRIVE_01, weees © = Norw
TEMP DRIVE 03 Temperatuy HighThmshoicFatat. 10 Jngroes C = Nooe
TEMP DRIVE 04 Temperaten 1:":’:‘;\’:;{: 5: Jgeees C B Nees
TEMP DRIVE 05 Tempaat LowTereshaiaFatsl 0 Jagrens © = Norg

Result: The health status of the OpenFlex enclosure's sensors has now been checked.
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511 Device OS

The OpenFlex enclosure's Device OS tab provides information about the currently installed version of
enclosure firmware and controls for updating it.

5.11.1 Updating Enclosure Firmware

This procedure provides instructions for updating the firmware on an OpenFlex enclosure using the
Resource Manager Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).
Step1: From the enclosure dashboard, click the Device OS tab.
Figure 347: Device OS Tab

= X & ¢ £ @ 8 @ © 8 @
The Device OS page will appear:

Figure 348: Device OS Page
Device 0%

UPDATE 05 ®

Atiribute Value Aftrbute Value

Nami Viendor Fimwane Wersion 1.0.0

Step 2: Click the Update OS button.

Figure 349: Update OS Button

UPDATE O3 ©

An Update OS window will appear:

Western Digital.
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Figure 350: Update OS Window

Upload OS

o Browse & Select File

SELECTFILE @ e

CLOSE

Step 3: Click the Select File button to browse to the desired firmware file and select it.
Figure 351: Selected FW File

Upload OS

o Browse & Select File

= 0 Bytes
E27=8 filename ext

File Staged Successfully; Ready for Upload

CLOSE

Step 4: Click the Next button.

Figure 352: Next Button

The Update OS window will proceed to the confirmation step:

< Western Digital.
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Figure 353: Confirm OS Update

Upload OS

Q Browse & Select File

File: filename ext Status

o Upload 08 & Activate

CLOSE

Step 5: Review the listed filename. If correct, click the Please Confirm checkbox to confirm the file. To
auto-activate the firmware after uploading, click the Auto Activate checkbox. When all selections
have been made, click the Upload button to upload the firmware to the enclosure.

Figure 354: Confirm OS Update

Upload OS

e Browse & Select File

* File: filename ext Status

o Upload OS & Activate

CLOSE

After the file is uploaded, a window will appear to show the firmware update progress:

< Western Digital.
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Figure 355: Firmware Update Progress

Update OS
Q Erter Fiis Fath and Name o Update O & Acivate
Fili: filerame axl Status L]
OF Upsate DE% Compinte
a @

Step 6: |If you did not select the Auto Activate checkbox in step , an Activate button will
appear after the enclosure firmware has been updated. Click the Activate button to activate the

firmware.

& Caution: Activating the firmware will cause the enclosure to reboot.

Figure 356: Activate Firmware

Update OS

Q Eréer Fila Faih and Name o Update 05 & Actvate

File: filermme.ext Status @

OF Upsate 100% Complute, Activate Nesdes

L o

The enclosure will reboot to activate the firmware:

< Western Digital.
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Figure 357: Activation / Reboot

Result: The OpenFlex enclosure firmware has now been updated.
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512 Media

The OpenFlex enclosure's Media tab provides information about the drives installed in the enclosure and
controls for changing their power state.

5.12.1 Checking the Health of Drives

This procedure provides instructions for checking the health status of drives in an OpenFlex enclosure
using the Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Media tab.
Figure 358: Media Tab

- X &a o fd e @ ® O & O

The Media page will appear:

Figure 359: Media Page
@1’:-! 3 (24)

i
i
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Step 2: On the right hand side, check the health indicators to ensure that the drives aren't reporting
faults.
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Figure 360: Drive Health Indicators
@&’l‘: i (24)
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Result: The health status the OpenFlex enclosure's drives has now been checked.

< Western Digital.
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5.12.2 Powering Off a Drive

This procedure provides instructions for powering off a drive in an OpenFlex enclosure using the Resource
Manager Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Media tab.
Figure 361: Media Tab
m X & 0 £ @ @B ® © @ @
The Media page will appear:

Figure 362: Media Page

tedia (24)
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Step 2: To power off a drive, click its Power State toggle switch.

Figure 363: Drive Power State Toggle Switch

Power State

Click o Power Off Media

Result: The OpenFlex enclosure's drive has now been powered off.
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Ultrastar Enclosure
Management - Central
Service

This section provides information and instructions for managing an Ultrastar storage enclosure
through an out-of-band connection to a remote, central management server running Resource
Manager Data Center Edition.

In This Chapter:
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6.1 Overview of Ultrastar Out-of-Band Dashboard

Management Connection Method

The dashboard of an Ultrastar storage enclosure will present several differences, depending on whether it is
accessed from a "local” server or a "remote” server:

e Local Server: directly attached to the enclosure, and able to manage the enclosure in-band over the
data path using the Resource Manager Data Center Edition Compute Service

« Remote Server: remotely attached to the enclosure over a network, and able to manage the enclosure

out-of-band over the management path using the Resource Manager Data Center Edition Central
Service

The topics in this section cover out-of-band management capabilities from a remote server. The out-of-
band, remote nature of the connection is indicated by the Out-of-Band Remote Device designation that
appears on the dashboard:

Figure 364: Out-of-Band Remote Device Designation
35 Western Digital

Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0

@ Q @ Jun 27th 24, 3:14:18 p @

Device Health @ Device Utilization @

Storage Total: 275.19 TB

- - e - - e

OTB  50TB  100TB 150TB 200TB  250TB

TEMP SEC1 B DIE

o

Qut-of-Band Remote Device J OK ] Device 0OS

1
Sstorage 40111 Moce

5000CCABO50E2780 Vendor Firmware H4060-J
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Device Health

The Device Health section displays a pie chart that groups the health states of this enclosure's components
and sensors into color-coded segments.

Figure 365: Device Health Pie Chart
35 Western Digital 6

Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0

8 @ Jun 27th 24, 3:14:18 pm @

Device Health @ Device Utilization @

Storage Total: 275.19 TB

b — - - - =
OTB  50TB  100TB 150TB 200TB 25078

D Device 0S
Sstorage 40111

5000CCABO50E2780 Vendor Firmware

For additional details, click one of the segments. This will bring up a window with a detailed listing of the
components and sensors in that state:

Figure 366: Components & Sensors Health Status

Search Q
Name Type
CONN HOST 02 Connector
CONN HOST 04 Connector
COMMN HOST 08 Connector
COMNN HOST 10 Connector
|OModuleAFRU @ Controller
IOModuleBFRU cg Controller
Svoinman o e T
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Device Utilization

The Device Utilization section displays an aggregate of the total, free, and used storage on this enclosure.

Figure 367: Device Utilization Chart

35 Western Digital 6
Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0
D @ e QD @

Device Health @ Device Utilization @
1 1 1 1

Storage Total: 275.19 TB
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Model
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Maximum Temperature Sensor

The Maximum Temperature Sensor section of the dashboard displays a temperature scale for the sensor
with the highest temperature in the enclosure.

Figure 368: Maximum Temperature Scale
35 Western Digital 6

Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0
D @ ez (R (P

Device Health @ Device Utilization @

1 1 1 1
Storage Total: 275.19 TB

o - - - o
OTB  50TB  100TB 150TB 200TB 25078

TEMP SEC1 B DIE

D Device 0S

Sstorage 40111

Model

H4060-J

5000CCABO50E2780 Vendor Firmware

For additional details, click the ? at the bottom of the panel. This will bring up a window showing the
thresholds for that sensor:

Figure 369: Sensor Temperature Thresholds

TEMP SEC1 B DIE

HighThresheldFatal: 105
HighThresholdCritical: 95
LowThresholdCrifical: 5

LowThresholdFatal: 1
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Device Information

The panels in the middle section provide information about the enclosure, including the device ID, firmware
version, and regulatory model number.

Figure 370: Device Details
35 Western Digital 6

Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0
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5000CCABO50E2780 Vendor Firmware H4060-J

Device Management Controls

The bottom portion of the dashboard provides enclosure management information and controls, which are
organized into tabs. The following sections provide procedures for the most common management actions
available from these tabs.

* Device Information (page 194)

* Administration (page 198)

¢ Accounts (page 199)

¢ Location (page 207)

¢ Controllers (page 209)

» Power Supplies (page 211)

* Fans (page 212)

» Ports (page 214)

» Expanders (page 219)

* Sensors (page 220)

* Connectors (page 222)

» Device OS (page 223)

e Zone Sets (page 228)

* Media (page 230)

Western Digital.
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6.2 Device Information

The Ultrastar enclosure's Device Information tab provides general information about the enclosure and its
network role, such as model, serial number, hostname, and IP addresses.

6.2.1 Viewing/Downloading Logs & Messages

This procedure provides instructions for downloading logs and messages from an Ultrastar enclosure using
the Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step 1: From the enclosure dashboard, click the Device Information tab.

Figure 371: Device Information Tab

- X & ¢ §d @ @ @ & 60 «» 8 B

The Device Information page will appear:

Figure 372: Device Information Page
mm= Device Information

5000ccab040e7f80 L N oK)
Anribute Value IP Addresses (Oul-of-Band Network Connection To Remote Device)
.lu 5000ccab040eTIB0 . .192.155\239.218
Serial Number THCLS03819E20090
Model H4060-J
Manufacturer HEST Capability Doseription
st oobm hyst com Storage Thiz device iz a storage provider,
Durabile Hama S000CCABOSOETFE0 Elock Server This device provides block storage.
Controller 10 MODULE B (rowrar Currart Viamgoint Storage Device Enclosure This device is a storage-based enclosure type
Total Capacity 500,05 TE (600049880924160 Eytes) Disk Media Device Thiz device provides disk-based storage volumes

Step 2: Click the Device Files button.

Figure 373: Device Files Button

DEVICE FILES .

A Device File Viewer window will appear:
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Figure 374: Device File Viewer

Device File Viewer

() Data Manager Log () SEP Interface Log () Messages

Select from the files above

CLOSE

Step 3: Use the radio buttons at the top to select the logs or messages to be viewed/downloaded. The
Resource Manager Data Center Edition will retreive the selected information.

Figure 375: Selecting Files

Device File Viewer

© Data Manager Log () SEP Interface Log () Messages

1970-01-01 00:00:18,630554 INFO - int main(int, char**) Starting the Storage Server Data Manager.
1970-01-01 00:00:18,630841 TRACE: bool DataManager:run()

1970-01-01 00:00:18,691673 TRACE: virtual bool TableCommon::create()

1970-01-01 00:00:18,702263 TRACE: virtual bool TableFlags: create()

1970-01-01 00:00:18,708840 TRACE: virtual bool TableDescriptors:create()

1970-01-01 00:00:18,714947 TRACE: virtual bool TableSensors:create()

1970-01-01 00:00:18,722213 TRACE: virtual bool TableFans: create()

1970-01-01 00:00:18.732178 TRACE: virtual bool TableSysInfo::create()

1970-01-01 00:00:18,738727 TRACE: bool Sysinfo--init()

1970-01-01 00:00:18,8387 11 TRACE: bool Sysinfo::init()

1970-01-01 00:00:19,008248 INFO : bool DataManager--run() Completed initial database build
1970-01-01 00:00:19,019527 INFO - bool DataSubscriber subscribe(std::__cxox11-string,
std:__coci =string, DataSubscriber:: CBFuncRx) Subscriber connecting to tep:/lecalhost: 8838
1970-01-01 00:00:19,022334 TRACE: void DataSubscriber: subscriberThread()

1970-01-01 00:00:19,022513 INFO : void DataSubscriber::subscriberThread() Subscriber thread running

CLOSE

Step 4: Click the Export button to download the selected files.

Figure 376: Export Button

& EXPORT

The appropriate file type will be downloaded to your Downloads directory.

Step 5: Click the Close button to close the Device File Viewer.

Result: The logs or messages have now been downloaded from the Ultrastar enclosure.
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6.2.2 Enabling the Enclosure Ident LED

This procedure provides instructions for enabling the identification LED of an Ultrastar enclosure using the
Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Device Information tab.

Figure 377: Device Information Tab
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The Device Information page will appear:

Figure 378: Device Information Page
mm= Device Information

5000ccab040e7180 e L N ok ]
Anribute Value IP Addresses (Oul-of-Band Network Connection To Remote Device)
.lu 5000ccab0 . .192.155\239.218
Serial Number THCLS03819E20090
Maodel H4060-)
Manufacturer HGST Capability Doseription
st oobm hyst com Storage Thiz device iz a storage provider,
Durabile Hama S000CCABOSOETFE0 Elock Server This device provides block storage.
Controller 10 MODULE B (Srewaar Corrant Viewgoint Storage Device Enclosure Thiz device is a storage-based enclosure type
Total Capacity 500,05 T8 (500045880924160 Bytes) Disk Media Device This device provides disk-based storage volumes
Step 2: Click the Locator LED button.
Figure 379: Locator LED Button
emm Device Information
Losabor LEDY O - Chck b il
5000ccab040e7180 ' [ Mok
Attribate Valu 1P Addresses (Out-of-Band Network Connection To Rémote Dévice)
[[i] 5000ccabd4 0aTidd 182.168.239.218
Serial Number THCLS03819EZ0050
Model HADES-J
Manutacturer HGST Capability Description
Hostname oobm hget com Storage Thiz devica ks a storage provider,
Durable Name S000CCABD40ETFE0 Block Server This device provides block sterage.
Controller 1O MODAULE B (Browsar Gurrart Viewpaint Storage Device Enclosure This device is a storage-based enclosure type.
Total Capacity 500,05 TE (§00049880924150 Bytes) Disk Meds Device This device provides gisk-Dased $10rage volumas

The enclosure's identification LED will pulse with a blue color, indicating that it is enabled:
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Figure 380: Identification LED Enabled

mmm Device Information

5000ccab040e7180 G)i D

Attribute Value IF Addresses (Oul-ol-Band Network Connection To Remaote Device)

(] 5000ccab040eTIS0 152 168,233 18

Serial Number THCLS03818EZ0090

Model HA060-0

Manufacturer HGST Capability Description

Hostname oobm. hgst.com Storage This device is a storage provider

Burable Name SOODCCABDSOETESD Block Sanvar This Sevice provides block storage

Controlier 10 MODULE B (Browser Currart Viramont) Storage Device Enclosure This device Is a storage-based encksura hype
Total Capacity 500,05 TE (BO00498 50824160 Bytes Disk Media Device This cevice provides disk-basad storage volumes

Step 3: To disable the LED, click it again.

Result: The identification LED of the Ultrastar enclosure has now been enabled.
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6.3 Administration

The Ultrastar enclosure's Administration tab provides controls for administrative operations, such as
rebooting the enclosure.

6.3.1 Rebooting the Enclosure

This procedure provides instructions for rebooting an Ultrastar enclosure using the Resource Manager Data
Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step 1: From the enclosure dashboard, click the Administration tab.
Figure 381: Administration Tab
= X & ¢ § @ B @ & © » & &
The Administration page will appear:

Figure 382: Administration Page
x Administration

Maintenance
o oo ©

Step 2: Click the Reboot button.

A Caution: Clicking the Reboot button will reboot the enclosure, making it
unavailable until the reboot is completed.

Figure 383: Reboot Button

£ reBoot @

The enclosure will be rebooted, and will become available again when the reboot is completed.

Result: The Ultrastar enclosure has now been rebooted.
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6.4 Accounts

The Ultrastar enclosure's Accounts tab provides controls for configuring admin and user account access.

6.4.1 Creating a User Account

This procedure provides instructions for creating a user account on an Ultrastar enclosure using the
Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Accounts tab.

Figure 384: Accounts Tab

= X & ¢ § @ @ @ & 0O ©» & B @

The Accounts page will appear:

Figure 385: Accounts Page
= /coounts (3)

CREATE ACCOUNTS @

Userld | ldentifier Rl
f‘ admin i admin e
f operator @ operalor Operator
i readenty B readonty ReadOnly

Step 2: Click the Create Accounts button.

Figure 386: Create Accounts Button

CREATE ACCOUNTS @

A Create Accounts window will appear:
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Figure 387: Create Accounts Window

Create Accounts

o Account Details

CLOSE

Step 3: Use the available fields to enter a User ID, Role, and Password for the account. Then click the
Create button.

Figure 388: Create Accounts Button

Create Accounts =
o Account Details
@ )
Test X ReadOnly "
4164
X @ eworone X @

CLOSE

After the creation is processed, the Accounts page will display the new account.

< Western Digital.
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Figure 389: Updated Accounts Page

Usertd | ldentifier Role
?‘ admin admin Admin
f‘ operator B Operator
f‘ readenly W readonly Readnly
f‘ Test W ReadOnily

Result: A user account has now been created on the Ultrastar enclosure.
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6.4.2 Editing a User Account

This procedure provides instructions for editing a user account on an Ultrastar enclosure using the
Resource Manager Data Center Edition Central Service.

Before you begin:

e Follow the instructions for
Step1: From the enclosure dashboard, click the Accounts tab.

Figure 390: Accounts Tab

= X & ¢ § @ @ @ & 0O » & @B @

The Accounts page will appear:

Figure 391: Accounts Page
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Step 2: Click the Edit icon for the account to be edited.

Figure 392: Edit Icon

6 Accounts (4)
CREATE ACCOUNTS ©

Userid | ldentifier Rale

» — A
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operator
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An Update Account window will appear:
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Figure 393: Update Account Window

Update Account

o Account Details

O s o

SUCCESS!I CREATE ANOTHER OR CLOSE?

Step 3: Use the available fields to update the Password for the account. Then click the Update button.
Figure 394: Update Account Button

Update Account

o Account Details

= S

SUCCESS! CREATE ANOTHER OR CLOSE?

After the update is processed, the Accounts page is displayed again.

< Western Digital.
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Figure 395: Accounts Page

Usertd | ldentifier Role
?‘ admin admin Admin
f‘ operator B Operator
f‘ readenly W readonly Readnly
f‘ Test W ReadOnily

Result: The user account has now been updated on the Ultrastar enclosure.

< Western Digital.
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6.4.3 Deleting a User Account

This procedure provides instructions for deleting a user account from an Ultrastar enclosure using the
Resource Manager Data Center Edition Central Service.

Before you begin:

e Follow the instructions for
Step1: From the enclosure dashboard, click the Accounts tab.

Figure 396: Accounts Tab
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The Accounts page will appear:

Figure 397: Accounts Page

& Accounts (4)

User Id | Identifier Role
y. agmin admin Admin
?‘ operator Wl operaior Operator
f‘ readonly readonly ReadOnly
f‘ Test @ ReadOnly

Step 2: Click the Delete icon for the account to be deleted.

Figure 398: Delete Icon

6 Accounts (4)

Userid | Identifier o
?‘ agmin admin Admin
j‘ operator B Operator
f‘ readonly readonly ReadOnly
& 'r ReadOnly

The user will be prompted to confirm the account deletion:

Figure 399: Confirm Account Deletion

Are you sure you want to delete Test?
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Step 3: Click the OK button.

After the deletion is processed, the Accounts page will update to show the remaining accounts:

Figure 400: Updated Accounts Page
6 Accounts (3)

CREATE ACCOUNTS ©

User Id | ldentifier
» ydrin

? admin ad
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Result: The user account has now been deleted from the Ultrastar enclosure.
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6.5 Location

The Ultrastar enclosure's Location tab provides controls for configuring the enclosure's physical location
attributes.

6.5.1 Setting Location Attributes

This procedure provides instructions for setting the location attributes of an Ultrastar enclosure using the
Resource Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Location tab.

Figure 401: Location Tab
= X & 0 £ @ @B @ @& 0O 8 B @

The Location page will appear:

Figure 402: Location Page

9 Location
0

Attribute Value
Address 1 @

Address 2 @

Address 3 @

Building @

City @

Country @

Device @

GPS Coords @

Item @

Other Location Info @

Pod @

Postal Code @
Rack @

Room @

Row @

Shelf @

Site Name @

State @

N R R R Y Y S R R R RN

Territory @

Step 2: To edit a location attribute, click the attribute's edit icon.
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Figure 403: Edit Icon
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A text field will appear, allowing up to 256 characters.

Figure 404: Attribute Text Field

Q Location
o

Attribute Value
Address 1@ |
0/256 @

Step 3: Enter the desired information, and click the green checkmark to save the attribute information.

Figure 405: Saving Attribute Information

Q Location
o

Attribute Value

Address 1€ Tes{

41256 E‘:’

Step 4: Repeat these steps as needed to set/modify the remaining attributes.

Result: The location attributes of the Ultrastar enclosure have now been set.
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6.6 Controllers

The Ultrastar enclosure's Controllers tab provides controls for managing the enclosure's IOMs.

6.6.1 Checking the Health of IOMs

This procedure provides instructions for checking the health status of the I/0O modules for an Ultrastar
enclosure using the Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Controllers tab.
Figure 406: Controllers Tab
= X & ¢ § @ @ @ & 0 » & B
The Controllers page will appear:

Figure 407: Controllers Page

Cg Controllers (2)

N ldentifier Manufactunes Par Number Senial Number Host Name Version Locator LED Health Delails
EEIC ovotusaEry OModuleAFRU  HGST 1EB1045-A2 THCLS03T19EGO095  oobm-00-0cca-08-30-08 34.M1 ® [ o | Mone
IOModuiREFRL OModuleBFRU  HGST 1EB1040-A2 THCLS03T19EGO0SE oobm-00-0c-ca-08-30-e0 3in ] E3 Mone

Step 2: On the right hand side of the page, check the health indicators to ensure that the IOMs aren't
reporting faults.

Figure 408: IOM Health Indicators

Cg Controllers (2)

Hame Identifier Manufacturer Part Number Serial Number Host Name: Version © Locaior LED Health © Deails
m IOModulRAFRU OModuleAFRU  HGST 1EB1048-A2 THCLS03719EGO095  oobm-00-Oc-ca-08-30-08 3111 Q = None
m IOMedulREFRU OMoguleBFRU  HGST 1EB1040-A2 THCLS03T19EGO05E oobm-00-0c-ca-08-30-e0 n (] E3 Hona

Result: The health status the Ultrastar IOMs has now been checked.
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6.6.2 Rebooting the IOMs

This procedure provides instructions for rebooting the I/O modules of an Ultrastar enclosure using the
Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Controllers tab.
Figure 409: Controllers Tab
= X & ¢ § @ @ @ & © » & @B @
The Controllers page will appear:

Figure 410: Controllers Page

Cg Controllers (2)

N ldentifier Manufactuner Par Number Senial Number Host Name Version Locator LED Health Delails
m IOModuRAFRU OModuleAFRU  HGST 1EB1040-A2 THCLS03T19EGN095 oobm-00-0c-ca-08-30-08 an @ E3 Hone
IOModuREERU OModuleBFRU HGST 1EB1048-A2 THELS0IT19EGOOSE oobm-00-0c-ca-08-30-e0 3in [] E3 Mone

Step 2: Click the Reboot button.

A Caution: Clicking the Reboot button will reboot the IOM, making it unavailable
until the reboot is completed.

Figure 411: Reboot Button

The IOM will be rebooted, and will become available again when the reboot is completed.

Result: The IOM of the Ultrastar enclosure has now been rebooted.
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6.7 Power Supplies
The Ultrastar enclosure's Power Supplies tab provides controls for managing the enclosure's PSUs.

6.7.1 Checking the Health of PSUs

This procedure provides instructions for checking the health of power supplies for an Ultrastar enclosure
using the Resource Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Power Supplies tab.
Figure 412: Power Supplies Tab
=X & 0 £ @B ® ® 0 » &8 7 O
The Power Supplies page will appear:

Figure 413: Power Supplies Page

Part Number Serial Number Total Output Power (Watts) Iindicator LED Health Details
DFS-1600A8-12 IGHD 1930005581 1600 [ ] E3 Hong
DFS-1600A8-12 IQHD1 830005850 1600 [ ] E Mone

Step 2: On the right hand side of the page, check the health indicators to ensure that the PSUs aren't
reporting faults.

Figure 414: PSU Health Indicators

@ Power Supplies (2)

Mamse Identifier Part Number Serial Number Total Output Power (Watts) Indicater LED Health Details
FSUA PowirSupplyAFRL DFS-1600A8-12 IGHD1530005581 1600 [ ] E3 HNone
FSUB DFS-160048-12 IGHD1 830005858 1600 @ 0% HNong

Result: The health status the Ultrastar PSUs has now been checked.
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6.8 Fans

The Ultrastar enclosure's Fans tab provides health and speed information about the enclosure's cooling fans.

6.8.1 Checking the Health of Fans

This procedure provides instructions for checking the health of the system fans for an Ultrastar enclosure
using the Resource Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Fans tab.
Figure 415: Fans Tab
= X & 0§ @ B @ 8 0O @& @B @
The Fans page will appear:

Figure 416: Fans Page

=

) Fans (8)

Name Identifier Current Speed Health
FAN ENCL 1 FanExiemalFRU1 25% =3
FAN ENCL 2 5% =
FAN ENCL 3 Fant 25% E3
FANENCL 4 25% E
FAN IOM 1 5 92% 3
FAN IOM 2 8 92% E3
FAN PSUA 7 100 % Ed
FANFPSUE g 100 % E

ACTIONS

Step 2: On the right hand side of the page, check the health indicators to ensure that the Fans aren't
reporting faults.

Figure 417: Fan Health Indicators

Ty

&3 Fans (8)

Name Identifier Current Speed Health
FANENCL 1 FanExternalFRLU1 25% E
FANENCL 2 FanExternalFRU2 25 % E3
FAN ENCL 3 Fant 25% oK |
FANENCL 4 25% E
FANIOM 1 5 92% Ed
FAN IOM 2 6 92% [ ok |
FANPSUA 7 100 % 3
FANFPSUE g 100 % E3

ACTIONS
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Result: The health status the Ultrastar fans has now been checked.
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6.9 Ports

The Ultrastar enclosure's Ports tab provides information about the enclosure's I/0 ports, including
connection status, link speed, and IP addresses.

6.9.1 Checking the Status of Ports

This procedure provides instructions for checking the health, connection status, link status, and link speed
of ports on an Ultrastar enclosure using the Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Ports tab.
Figure 418: Ports Tab
= X & ¢ F§ @ B ® 8 0O @ & @
The Ports page will appear:

Figure 419: Ports Page

Ports
Caontrellers: 2
Adapter Mentifier Health / Cable / Link | Speed & Detalls - MTU Byltes = MNetwork Type 1P Address IP Gateway = MAC Address Address Origin ©
& 10MOduIRAFRU 00_0¢_ca 5_Ga_ine! 3/ /DY EEESY Mo 1500 Pv4 Network  192.16B.230.206/22 192.16B.236.1 00:0¢:¢a.08:36:58 DHCPv4
& 10ModuleBFRU  00_0c_ca_03_35_Se_inet [/ /[T EIEZY  Wore 1500 Pvd Network  192.166.237.156/22 192.168:236.1 000¢ca08:35:9¢ DHCPv4

Step 2: The third column provides status indicators for port health, cable connection status, link status,
and link speed.

Figure 420: Fan Health Indicators
Ports

Controllers: 2

Adapter dentifier Heaith / Cable J Link | Speed Details | MTU Bytes Network Type 1P Address 1P Gateway = MAC Address Address Origin -
& 1OMOguIRAFRU 00_0¢_ca_02_36_a_ined 1/ =l VDY /KT | Nome 1500 Pvé Ngtwork  102.15B.230.206/22 102.16B:236.1 00:0¢ica08:36:68 DHCPvY
& 10ModuleBFRU  00_0c_ca_03_35_Se_ine] [E1/ /1 EEZ1 | one 1500 Fvd Nebwork  192.166.237.156/22 192.168.236.1 Q00cca:08:35:50 DHCPwd

Result: The status of the Ultrastar ports has now been checked.
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6.9.2 Configuring Port Settings

This procedure provides instructions for configuring port settings for an Ultrastar enclosure using the
Resource Manager Data Center Edition Central Service.
Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Ports tab.

Figure 421: Ports Tab

= X & ¢ 0o B @ & O © & &

The Ports page will appear:

Figure 422: Ports Page
Ports

Controllers: 2

Adapter Mentifier Health / Cable / Link / Speed . Detalls | MTU Bytes = Network Type = IP Address P Gateway = MAC Address Address Origin = =

A 1OMotuIRAFRU  00_0c_ca_03_36_Ga_inel [/ Bl /YN None 1500

192,166,230 206022 1921662361 00.0cca 083658 DHCPv

& 10ModuleBFRU  00_0c_ca_03_35_Se_inet [/ /[T EIEZY  Wore 1500 Fvd Nebwork  192.166.237.156/22 192.168.236.1 Q00cca:08:35:50 DHCPwd

Step 2: On the left hand side, click the Edit icon for the IOM ports to be configured.

Figure 423: Edit Port Icon
Paorts

Controllers: 2

Adapter Mentifier Health / Cable / Link | Speed Details MTU E'F'!@S Network T‘F'EIE 1P Address P GJE&WJF MAC Address Address Dllurl'l =
ModulgAFRU 00_0c_ca_08_35_6a_ine! 1/ /T /IS Mone 1500 Pv4 Nebwork  102.166.230206/22 1921682361 00:0¢ea08:36:68 DHCPw
& 10ModulsBFRU 00_0¢_ca_08_35_So_int [/ =r]/[TY/EET1  Neoae 1500 P4 Network 192 166.237.15622 192.168.236.1 000¢ca 023588 DHCPw

An Update Port window will appear:
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Figure 424: Update Port Window

Update Port: IOModuleAFRU d

o Address Type, IP, Gateway

¥ DHCPv4

CANCEL

Step 3: To manually configure the IP address, netmask, and gateway, select Static from the drop-down
list. Or select DHCP to have these settings configured automatically.

Figure 425: Static Option

Update Port: IOModuleAFRU d

o Address Type, IP, Gateway

o0

192.168.239.206/22

Netmask: 255.255.252.0

192 168 236 1

CANCEL

Step 4: Click the Next button.

< Western Digital.
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Figure 426: Next Button

The Update Port window proceeds to the confirmation step:
Figure 427: Confirming Port Settings

Update Port: IOModuleAFRU *
o Address Type, |IP, Gateway e Confirmation

Address Origin: STATIC

Port changes can result in new/different IP addresses.
D Flease Confirm Backend services will automatically restart which may
cause a communication interruption.

CANCEL

Step 5: To complete the changes to the port settings, click the Please Confirm checkbox and then click
the Update button.
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Figure 428: Complete Port Setting Changes

Update Port: IOModuleAFRU d

o Address Type, IP, Gatewsy o Confirmation

Address Origin: STATIC

Port changes can result in new/different IP addresses.
Backend services will automatically restart which may
cause a communicafion interruption.

o ]|

CANCEL

Backend services will automatically restart, which may cause a communication interruption.

Result: The port settings have now been configured.
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610 Expanders

The Ultrastar enclosure's Expanders tab provides information about the enclosure's primary and secondary
expanders, including version and health status.

6.10.1 Checking the Health of Expanders

This procedure provides instructions for checking the health of the expanders of an Ultrastar enclosure
using the Resource Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Expanders tab.
Figure 429: Expanders Tab
= X & ¢ £ o B @ 8 O o 8 &
The Expanders page will appear:

Figure 430: Expanders Page

Name Identifier Durable Nam Viersion Health Dartails
EXP IOMA O PrimaryA S000CCABO4105330 3010-007 E3 Nona
EXF IOMA 1 SeciA SO0QCCABO410533F 3I010-007 O | MNone
EXP IOMA 2 Sec2A S000CCAEO41053TF 3010-007 E3 Nene
EXP 1OMB 0 PrimaryB S0DOCCABO41053TD 3010-007 E None
EXP IOME 1 S000CCABMI053TH 3010-007 E3 Hone
EXP IOMB 2 Sec2B S00OCCAE041053TE 3010-007 E3 Hene

ACTIONS

Step 2: On the right hand side, check the health indicators to ensure that the expanders aren't reporting
faults.

Figure 431: Expander Health Indicators

# Expanders (6)

Name e ntifier Duralle Name Version Health Details
EXP IOMA D PrimaryA. SD0OCCABO410533D 3010-007 Nonéa
EXP IOMA 1 SectA SOU0CCASO4I05IIF 3010-007 Nene
EXP IOMA 2 Sec2A SO00CCABO4I0S3TF 3010-007 Neng
EXP 1OMB O SO00CCABO41053TD 3010-007 Nona
EXP IQME 1 See1B SO0QCCAED41053TY 3010-007 Nene
EXP IOME 2 Sec2B SO00CCABO41053TE 3010-007 Nene
ACTIONS

Result: The health status the Ultrastar expanders has now been checked.
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6.11 Sensors

The Ultrastar enclosure's Sensors tab provides information about the enclosure's sensors, including current
readings, health status, and thresholds.

6.11.1 Checking the Health of Sensors

This procedure provides instructions for checking the health of sensors in an Ultrastar enclosure using the
Resource Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Sensors tab.

Figure 432: Sensors Tab

= X & ¢ F§ @ B @ 8 @ «» @& @ @

The Sensors page will appear:

Figure 433: Sensors Page

(@) sensors (102)

Name Idantifier Typa Current Reading Health Details
TEMP SLOT 00 Temperature 0= 26 Dagrees C Ea None
TEMP SLOT 01 Temperatura (i T 26 Degraes C E3 None
TEMP SLOT 02 Temparature Li B 27 Degraes C | O | Non
TEMP SLOT 03 Temparature [i T 26 Degrees C (0% | None
TEMP SLOT 04 Temperature Q= 26 Degrees C E None
TEMP SLOT 05 Temperature (i T 27 Degrees C 0w | Nong
TEMP SLOT 06 Temperature [ T 26 Degrees ¢ = Hore
TEMP SLOT 07 Temperature [ = 27 Degrees C© E3 Nang
TEMP SLOT 08 Temperature 0= 26 Dagraes C E3 None
TEMP SLOT 09 Temparature o - 26 Dogreas C E Nani
TEMF SLOT 10 Temperature 00— 26 Dagrees C E None
TEMF SLOT 11 Temperature o - 26 Degrees C E Nona
TEMP SLOT 12 Temperature 0 — 34 Dagraes C E3 Nong
TEMP SLOT 13 Temperature [ 34 Degrees C Ea None
TEMP SLOT 14 Temperatura (i T 34 Degrees C E3 None
TEMP SLOT 15 Temperature [ T 34 Degrees C E None
TEMP SLOT 16 Temperature (i 33 Degrees C (ox | Nond
TEMP SLOT 17 Temperature o — 32 Degrees © E None
TEMP SLOT 18 Temperature [: 31 Dagrees C E3 Nane
TEMP SLOT 18 Tempetatura 0= 32 Dagraes C E3 Nane
TEMP SLOT 20 TEMP_SLOT_20 Temperature o -— 33 Degrees C E3 Nong

Step 2: On the right hand side, check the health indicators to ensure that the sensors aren't reporting
faults.
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Figure 434: Sensor Health Indicators

(@-J}) Sensors (102)

Name Identifier Type Current Reading Health Details
TEMF SLOT 00 Temperature o - 26 Degrees C E3 None
TEMP SLOT 01 Temperature [i T 26 Deagrees C (0w | None
TEMP SLOT 02 Temparature (i I 27 Degrees C E None
TEMP SLOT 03 Temparature o - 26 Dagrees C E N
TEMP SLOT 04 Temperature D= 26 Degrees E None
TEMP SLOT 05 Temperatura [ T 27 Dagraes C E3 Nane
TEMP SLOT 06 Temperature 0 -— 26 Degrees C E3 MNong
TEMP SLOT 07 Temperature 0= 27 Degrees © Ea None
TEMP SLOT 08 Temperatura 0= 26 Degraes C E None
TEMP SLOT 09 Temparature [: B 26 Degreas C© (o | Non
TEMF SLOT 10 Temperature (i T 26 Degrees C E3 None
TEMP SLOT 11 Temperature [: T 26 Degrees C E None
TEMP SLOT 12 Temperature (i T 34 Degraes C (o | None
TEMP SLOT 13 Temperature (i 34 Degrees C fox | None
TEMP SLOT 14 Temperatura (i 34 Degrees C E None
TEMP SLOT 15 Temperatura [1 34 Dagraes C E None
TEMP SLOT 16 Tempdtature 0= 33 Degrees © E3 None
TEMF SLOT 17 Temperature o — 32 Dagrees © E3 MNong
TEMP SLOT 18 Tempearature [ T 31 Dagreas C E Nana
TEMP SLOT 19 Temperature 0— 32 Dagraes C E Nond
TEMP SLOT 20 Temperature 0= 33 Degrees © E3 Nong

Step 3: The Current Reading column lists the current value detected by each sensor (temperature,
voltage, and current). To see the threshold settings for a sensor, hover your cursor over the
sensor's Information icon.

Figure 435: Sensor Thresholds

((:(-J) Sensors (102)

Name Identifiar Type Current Reading Health Details

TEMP SLOT 00 Temperature * 0= 27 Degrees C &= None

TEMP SLOT 01 L ElET  Sensor TEMP_SLOT 00 gleliEtoge E3 None

TEMP SLOT 02 TOMPAAIS o ThoeshaFatar 59 5 090088 C (oK | None

TEMP SLOT 03 Tomparaturg  MGNTRESMOWCICA S8 7 poprage ¢ &= Nene
LowThresholaCriicat: §

TEMPF SLOT 04 Temparature LowThresholdf stal & 7 Degrees C E Mona

Result: The health status of the Ultrastar enclosure's sensors has now been checked.
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6.12 Connectors

The Ultrastar enclosure's Connectors tab provides connection status and health information about the
enclosure's IOM ports.

6.12.1 Checking the Status of Cables

This procedure provides instructions for checking the health and connection status of data cables on an
Ultrastar enclosure using the Resource Manager Data Center Edition Central Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Connectors tab.

Figure 436: Connectors Tab
= X & ¢ £ @ B @ 8 0 @& 8 &

The Connectors page will appear:

Figure 437: Connectors Page
Connectors (12)

Name Identifier Cable Health Details
CONN HOST 00 1 Disconnected None
CONN HOST 01 2 Disconneted None
CONN HOST 02 3 E==1 = None
CONN HOST 03 4 Disconnscted None
CONN HOST 04 5 Disconneated None
CONN HOST 05 6 Disconnected None
CONN HOST 06 7 Disconneted None
CONN HOST 07 ] Discannested None
CONN HOST 08 9 | Connected | [ ox | None
CONN HOST 09 10 Disconnectsd None
CONN HOST 10 1 Disconnected None
CONN HOST 11 12 Disconnsoted None

ACTIONS

Step 2: The Cable column lists the connection status of each IOM port, and the Health column lists the
health status of those connections. View both columns to ensure that any connected cables are
not reporting faults.

Result: The health and connection status of data cables on the Ultrastar enclosure have now been
checked.
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6.13 Device OS

The Ultrastar enclosure's Device OS tab provides information about the currently installed version of
enclosure firmware and controls for updating it.

6.13.1 Updating Enclosure Firmware

This procedure provides instructions for updating the firmware on an Ultrastar enclosure using the
Resource Manager Data Center Edition Central Service.

Before you begin:

& Caution: Updating firmware requires rebooting the Ultrastar enclosure.

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Device OS tab.

Figure 438: Device OS Tab

= X & ¢ § e @ ® & © o & & @

The Device OS page will appear:

Figure 439: Device OS Page

[os} Device OS

UPDATE OS ©
Attribute Value Attribute Value
Nameg Vendor Firmwars Version 31N
Type Dedicated

ACTIONS

Step 2: In the upper portion of the Device OS page, check the center card and note the firmware version
currently on the enclosure. This will be used to verify a successful update at the end of this
process.

Figure 440: Starting Firmware Version

[

Vendor Firmware

Step 3: Click the Update OS button.
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Figure 441: Update OS Button

UPDATE O3 ©

An Update OS window will appear:
Figure 442: Update OS Window

Update OS d

o Enter File Path and Name

CLOSE

Step 4: In the text field, enter the full path to the firmware file and its filename.

Figure 443: Path to FW File

Update OS

@) Erter Fin Pain and Hame 2}

hitp:iitw_files/bundled_0_13 targz

Step 5: Click the Next button.

Figure 444: Next Button

< Western Digital.
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The Update OS window will proceed to the confirmation step:

Figure 445: Confirm OS Update

Update OS

Q Enter File Path and Name

File: bundled_0_13.targz Status

D Please Confirm

You must confirm to continue!

o Update OS5 & Activate

CLOSE

Step 6: Review the listed filename. If correct, click the Please Confirm checkbox to confirm the file. To
auto-activate the firmware after uploading, click the Auto Activate checkbox. \When all selections
have been made, click the Upload button to upload the firmware to the enclosure.

Figure 446: Confirm OS Update

Update OS

9 E#a¢ Fis Patn ang Nay

* Fibe: bundiad_{_13 tar gz Status =
> =

= B

a Update OS5 & Actvats

A window will appear to show the file upload progress:
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Figure 447: File Upload Progress

When the file is uploaded, another window will appear to show the firmware update progress:

Figure 448: Firmware Update Progress

Update OS -
g Ertar Filg Fain and Namg o Update OS & ACBvats
File: bundied_0_13 tar gz Status @
= OF Upaats B6% Comphae
.
x .
O =« ®

Step 7: If you did not select the Auto Activate checkbox in step 6 (page 225), an Activate button will
appear after the enclosure firmware has been updated. Click the Activate button to activate the
firmware.

& Caution: Activating the firmware will cause the enclosure to reboot.
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Figure 449: Activate Firmware

Update OS
@) Eeoer Fim Fain and hame ) upasie 05 5 Acwvate
Fibi: bundiad_0_13 0002 Status L
OF Upsate 100 Complete, Activate Nesded

L o

The enclosure will reboot to activate the firmware:

Figure 450: Activation / Reboot

Step 8: In the upper portion of the Device OS page, check the center card and verify that the firmware
version has been updated.

Figure 451: Updated Firmware Version

[ Device 085
4013

Vendor Firmware

Result: The Ultrastar enclosure firmware has now been updated.
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6.14 Zone Sets

The Ultrastar enclosure's Zone Sets tab provides information and controls for configuring and activating
zoning on the enclosure.

6.14.1 Enabling & Disabling a Zoning Configuration

This procedure provides instructions for enabling/disabling a zoning configuration on an Ultrastar enclosure
using the Resource Manager Data Center Edition Central Service.

Before you begin:

& Caution: Activating a different zoning configuration requires rebooting the Ultrastar enclosure.

» Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Zone Sets tab.

Figure 452: Zone Sets Tab

= X & ¢ @ B ® 8 © » & & ©

The Zone Sets page will appear:

Figure 453: Zone Sets Page

@ Zone Sets (4)

Name Identifier Description Active | Wumber of Zones Per Zone Set Mumber of Media Members Per Zone Zones
Zone Setd 0 Configuration 0 () 1 102 Hast Connectors: [1 - 12] : Media: [1 - 102]
Zona Set1 1 Configuration 1 [ 17 Host Connectors: [1, 71 Madia: [1 - 17)

Host Connectors: [2, 8] : Madia: [18 - 34)
Host Connectors: [3, 9]: Media: [35 - 51]
Hast Connectors: [4, 10] : Madia: [52 - B8]
Host Connectors; [5, 11] ; Media: [69 - 85]
Hast Connectors: [6, 12] : Madia: [86 - 102]

Zone Set2 2 Configuration 2 3 E2} Host Connectors: [1, 2. 7, 8] : Media: [1 - 34]
Host Connectors: [3, 4.9, 10] | Media: [35 - 6]
Hast Connactors: [5, B, 11, 12] : Madka: [68 - 102]

Zone Set3 3 Configuration 3 2 51 Host Connectors: [1, 2, 3, 7, 8, 9] : Media: [1 - 51]
Haost Connectors: [4, 5.8, 10, 11, 12] : Media: [52 - 102]

ACTIONS

@ Note: In this example, Zone Configuration O is enabled.

Step 2: To enable a different zoning configuration, click its Activate switch to toggle it to the ON
position.

@ Note: Enabling a new zoning configuration will automatically disable the existing
configuration.
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Figure 454: Activate Switch - OFF Position

==

Figure 455: Activate Switch — ON Position

Active

After the configuration change has been processed, the Administration tab will be displayed
and the Reboot dialog modal will be launched.

Step 3: Confirm the enclosure reboot for the zone change to take effect.

Result: The zoning configuration has now been modified.
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6.15 Media

The Ultrastar enclosure's Media tab provides information about the drives installed in the enclosure and
controls for changing their power state or activating their locator LEDs.

6.15.1 Checking the Health of Drives

This procedure provides instructions for checking the health status of drives in an Ultrastar enclosure using
the Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Media tab.

Figure 456: Media Tab

= X & ¢ £ @ B @ 8 0 » & B
The Media page will appear:

Figure 457: Media Page

@ Media (60)

Total Capacity: 500.05 TB

Hami Identifier | Manufacturer | Modeél Capacity | Protocol | Disk Type | Version | Serial Numbér | Durable Nams Power State | Locator LED & Health | Details
5LOT 00 1 HGST HUHT21010AL4200 10.00TE SAS HDD ABGH TPKBZVTG sooaccazs1BEESSD () ] = None
sL0T0N 2 HGST HUHTZ1010AL4200 10.00TE SAS HOD ARGO TIGVIYTG S000CCAZEEZFEDDD m [ ] E3 Hone
s10T02 3 HGST HUHT21010AL4200 1000 TE SAS HOD ASGO TIGVEIRG S000CCAZEE2FCORS m L] E Hone
SLOTO3 4 HGST HUHT21010AL4200 10.00TEB SAS HOD ASGD TPGHZOAG SO00CCAZ51208030 m ] E None
SLOTO4 5 HGST HUHT21010AL4200 10.00TB SAS HDD ABGO TPKAKEKG sovaccazsiecinet (@) ] | o | None
S5LOTOS 6 HGST HUHT21010AL4200 10.00TB  SAS HOD ASGH TIGPMRTG sooaccazes2rsts (@) (] | ox | None
SLOT 06 7 HGST HUHT21010AL4200 10.00TE  SAS HOD ABGD TPKAKMKG S000CCAZSIBCS1A1 m (] E3 None
5LOTOT & HGST HUHT21010AL4200 10.00TE SAS HOD ABGH TPKBTITG sopaccazsiBeEsd1s (G Q [ x| Hone
SL0TOS 9 HGST HUHT21010AL4200 1000 TE SAS HOD ASGO TPKBZDVG SO00CCAZSIBEEI m L] E3 MNone
5LOTO09 10 HGST HUHT21010AL4200 10.00TE SAS HOD ABGO TGJNUASK SO00CCA2ZEE060615 m (] | o | None
SLOT10 11 HGST HUHT21010AL4200 10.00TE SAS HDD ASGO TIGUEK2G S000CCA26620D7T9 m ] E Nong
SLOTN 12 HGST HUHT21010AL4200 10.00TE SAS HOD ADGD TIGUESGE SO00CCA265200340 m (] E None
5LOT12 13 HGST HUHT21010AL4200 10.00TB SAS HDD ASGO TIGURB3IG 5000CCA2862EC405 () (] | x| None
5LOT13 14 HGST HUHT21010AL4200 100078 SAS HOD ASGO TPKESSMG so0acca251BADIT0 () "] = None
10T 14 15 HGST HUHTZ1010AL4200 10.00 TE SAS HOD ARGO TIGVTYEG SO00CCAZES2FBDFS m Q { o | MNone
SLOT15 16 HGST HUHT21010AL4200 1000 TE  SAS HOD ASGO TIGUBD2G SO00CCAZE52E2021 m L] E3 Mone
SLOT16 17 HEST HUHT21010AL4200 1000 TE SAS HOD ASGO TIGPMMMG SO00CCAIGE2TS5FD m (] E MNone
SLOTT 18 HGST HUHT21010AL4200 10.00TB  SAS HOD ABGH TIGTS2JK sooaccazescress (@) (] | o | None
5LOT18 18 HGST HUHT21010AL4200 10.00TB SAS HDD ASGH TIGURPRG SO00CCAZE52ECHFD m (] | ox | None
SLOT19 20 HGST HUHT21010AL4200 1000 TB SAS HOD ASGO TIGUS3SG S000CCAZE52DD105 m (] | o | HNone

Step 2: On the right hand side, check the health indicators to ensure that the drives aren't reporting
faults.

Western Digital.
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Figure 458: Drive Health Indicators

@ Media (60)

Total Capacity: 60005 TB

Hame Identifier = Manufacturer - Model Capacity | Protocol | Disk Type | Version | Serial Number = Durable Hame Power State - Locator LED _Mh Details
SLOTO0 1 HGST HUHT21010AL4200 1000 TB SAS HOD ASGO TPKBIVTG S000CCAZS1BEESED m (] E HNone
SLOTO1 2 HGST HUHT21010AL4200 10.00TE SAS HDD ASGO TIGVIYTG SO0OCCAZESIFEDDD m Q | ox | Hone
5L0T02 3 HGST HUHT21010AL4200 1000 TB SAS HOD ASGO TJGVEIRG SO00CCAZE52FCO8S m [*] E Hone
SLOTO3 4 HGST HUHT21010AL4200 1000 TE SAS HOD ASGO TPGHIGAG S000CCAZS120B030 m (-] E Mone
S1L0TO4 & HGST HUHT21010AL4200 10.00TEB SAS HOD ASGO TPRAKEKG SO0OCCAZEIBCADCY m (] E3 None
SLOTOS & HGST HUHT21010AL4200 10.00TEB SAS HOD ASGO TIGPMRTG SO00CCAZEE2T5TE m (] E MNone
SLOTOE 7 HGST HUHT21010AL4200 10.00TEB SAS HOD ASGD TPEAKMEG S00OCCAZSIBCE1AT m (] E Haone
SLOTOT & HGST HUHT21010AL4200 1000 TB SAS HOD ASGH TPKBT2TG S000CCAZSIBESL1D m (] E3 Hone
51L0T08 2 HGST HUHT21010AL4200 1000 TB SAS HOD ASGO TPKBZDVG SO00CCAZSIBEE3 11 m Q E Mone
SLOTOS 10 HGST HUHTZ1010AL4200 1000 TE SAS HOD ARGO TGJNUASK SO0OCCAZSE0E0515 m (=] E Hone
SLOT 10 11 HGST HUHT21010AL4200 1000 TB SAS HOD ASGO TIGUSK2G SO00CCAZEEZDOTTS m [ ] E MNone
SLOT 11 12 HGST HUHT21010AL4200 1000 TE SAS HOD ASGO TIGUSEGG S000CCAZEE2DD340 m (] E Mone
SL0T12 13 HGST HUHT21010AL4200 1000TB SAS HOD ASGO TJGURB3G S000CCAZES2ECADS m (-] E3 None
SLOT13 14 HGST HUHT21010AL4200 1000 TB SAS HOD ABGO TPRESSMG S000CCAZSIBADITD m (] E None
SLOT 14 15 HGST HUHT21010AL4200 10.00TEB SAS HOD ASGO TIGVTYEG SD00CCAZGEZFBOFS m Q | ox | HNone
SLOT15 16 HGST HUHT21010AL4200 1000 TB SAS HOD ASGO TIGUBDZG SO00CCAZE52E2021 m (] E3 MNone
SL0T16 17 HGST HUHT21010AL4200 1000 TB SAS HOD ASGO TIGPMMMG S000CCAZEE2TS5FS m (] E MNone
SLOT1T 18 HGST HUHT21010AL4200 10.00TEB SAS HOD ASGO TIGTSZIK SO00CCAZEE2CFELS m (] E3 MNone
SL0T18 12 HGST HUHT21010AL4200 10.00TB SAS HOD ASGO TIGURPRG SO00CCAZE52ECOFD m (-] E MNone
SL0T19 20 HEST HUHT21010AL4200 10.00TE SAS HDD AQGO TIGUS3SE SO00CCAZE52DD105 m (] E MNone

Result: The health status the Ultrastar enclosure's drives has now been checked.

Western Digital.
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6.15.2 Enabling a Drive Ident LED

This procedure provides instructions for enabling the identification LED of a drive in an Ultrastar enclosure
using the Resource Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).
Step1: From the enclosure dashboard, click the Media tab.

Figure 459: Media Tab

= X & ¢ £ @ B @ 8 0 » & B
The Media page will appear:

Figure 460: Media Page

@ Media (60)

Total Capacity: 500.05 TB

Hame Identifier = Manufacturer - Model Capacity | Protocol | Disk Type | Version | Serial Number = Durable Hame Power State © Locator LED © Health | Details
SLOTO00 1 HGST HUHT21010AL4200 1000TB SAS HOD ASGO TPKBIVTG S000CCAZSIBEESED m ] E None
SLOTOM 2 HGST HUHTZ1010AL4200 10.00TE SAS HOD ARGO TIGVTYTG S000CCAZEEZFEDDD m (=] | o | Hone
SLOTO2 3 HGST HUHT21010AL4200 10.00TE SAS HOD ASGO TIGVEIRG S000CCAZEE2FCO8S5 m [+] E None
SLOTO3 4 HGST HUHT21010AL4200 1000 TE SAS HOD ASGO TPGHZOAG S000CCAZS120B030 m (] E MNone
SLOTO4 5 HGST HUHT21010AL4200 10.00TB SAS HOD ASGD TPHAKEKG SO00CCAZEIBCADCT m ] E3 None
SLOTOS 6 HGST HUHT21010AL4200 1000TE  SAS HOD ASGO TIGPMRTG SO00CCAZEE2TSTE m (] E None
SLOT 06 7 HGST HUHT21010AL4200 10.00TE  SAS HOD ABGD TPKAKMKG S000CCAZSIBCS1A1 m (] E3 None
SLOTOT & HGST HUHT21010AL4200 1000 TB SAS HOD ASGO TPKBTITG SO00CCAZSIBESL1D m Q [ x| None
5LOT o8 9 HGST HUHT21010AL4200 1000TB SAS HOD ASGO TPKBEZDVG SD00CCAZSIBEEI 11 m (-] E None
SLOTOS 10 HGST HUHTZ1010AL4200 10.00TE  SAS HOD ARGO TGJNUASK SO0OCCAZSE0E0515 m (=] E Mone
SLOT 10 11 HGST HUHT21010AL4200 10.00TB SAS HOD ASGD TIGUSK2G SO00CCAZGE2D0TTY m ] E None
SLOTH1 12 HGST HUHT21010AL4200 10.00TB  SAS HOD ABGO TIGUSSGE S000CCAZG52DD340 m ] E None
5LOT 12 13 HGST HUHT21010AL4200 1000TB SAS HOD ASGO TJGURB3G S000CCAZEE2ECADS m ] E3 None
SLOT13 14 HGST HUHT21010AL4200 1000TB  SAS HOD ABGO TPRESSMG S000CCAZSIBADITD m ] E None
SLOT 14 15 HGST HUHT21010AL4200 10.00TEB SAS HOD ASGO TIGVTYEG SD00CCAZGEZFBOFS m Q | oxc | HNone
SLOT15 16 HGST HUHT21010AL4200 1000 TE  SAS HOD ASGO TIGUBDZG S000CCAIEE2E2021 m (-] E MNone
SLOT 16 17 HGST HUHT21010AL4200 1000 TE SAS HOD ASGO TIGPMMMG SO00CCAIGE2TS5FD m (] E Mone
SLOTT 18 HGST HUHT21010AL4200 10.00TB  SAS HOD ASGD TIGTS2IK SO00CCAZGE2CFETS m ] E3 None
SLOT 18 19 HGST HUHT21010AL4200 10.00TB SAS HOD ASGO TIGURPRG SO00CCAZGE2ECIFD m ] E None
SLOT19 20 HGST HUHT21010AL4200 1000TB  SAS HOD ASGO TIGUS3SG S000CCA2652D0105 m (] E None

Step 2: To enable a drive's identification LED, click its icon in the Locator LED column.

Figure 461: Drive Locator LED

Power State | Locator LED © Hea
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Result: The Ultrastar enclosure's drive identification LED has now been enabled.
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6.15.3 Powering Off a Drive

This procedure provides instructions for powering off a drive in an Ultrastar enclosure using the Resource
Manager Data Center Edition Central Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).
Step1: From the enclosure dashboard, click the Media tab.

Figure 462: Media Tab

= X & ¢ £ @ B @ 8 0 » & B
The Media page will appear:

Figure 463: Media Page

@ Media (60)

Total Capacity: 500.05 TB

Hame Identifier = Manufacturer - Model Capacity | Protocol | Disk Type | Version | Serial Number = Durable Hame Power State © Locator LED © Health | Details
SLOTO00 1 HGST HUHT21010AL4200 1000TB SAS HOD ASGO TPKBIVTG S000CCAZSIBEESED m ] E None
SLOTOM 2 HGST HUHTZ1010AL4200 10.00TE SAS HOD ARGO TIGVTYTG S000CCAZEEZFEDDD m (=] | o | Hone
SLOTO2 3 HGST HUHT21010AL4200 10.00TE SAS HOD ASGO TIGVEIRG S000CCAZEE2FCO8S5 m [+] E None
SLOTO3 4 HGST HUHT21010AL4200 1000 TE SAS HOD ASGO TPGHZOAG S000CCAZS120B030 m (] E MNone
SLOTO4 5 HGST HUHT21010AL4200 10.00TB SAS HOD ASGD TPHAKEKG SO00CCAZEIBCADCT m ] E3 None
SLOTOS 6 HGST HUHT21010AL4200 1000TE  SAS HOD ASGO TIGPMRTG SO00CCAZEE2TSTE m (] E None
SLOT 06 7 HGST HUHT21010AL4200 10.00TE  SAS HOD ABGD TPKAKMKG S000CCAZSIBCS1A1 m (] E3 None
SLOTOT & HGST HUHT21010AL4200 1000 TB SAS HOD ASGO TPKBTITG SO00CCAZSIBESL1D m Q [ x| None
5LOT o8 9 HGST HUHT21010AL4200 1000TB SAS HOD ASGO TPKBEZDVG SD00CCAZSIBEEI 11 m (-] E None
SLOTOS 10 HGST HUHTZ1010AL4200 10.00TE  SAS HOD ARGO TGJNUASK SO0OCCAZSE0E0515 m (=] E Mone
SLOT 10 11 HGST HUHT21010AL4200 10.00TB SAS HOD ASGD TIGUSK2G SO00CCAZGE2D0TTY m ] E None
SLOTH1 12 HGST HUHT21010AL4200 10.00TB  SAS HOD ABGO TIGUSSGE S000CCAZG52DD340 m ] E None
5LOT 12 13 HGST HUHT21010AL4200 1000TB SAS HOD ASGO TJGURB3G S000CCAZEE2ECADS m ] E3 None
SLOT13 14 HGST HUHT21010AL4200 1000TB  SAS HOD ABGO TPRESSMG S000CCAZSIBADITD m ] E None
SLOT 14 15 HGST HUHT21010AL4200 10.00TEB SAS HOD ASGO TIGVTYEG SD00CCAZGEZFBOFS m Q | oxc | HNone
SLOT15 16 HGST HUHT21010AL4200 1000 TE  SAS HOD ASGO TIGUBDZG S000CCAIEE2E2021 m (-] E MNone
SLOT 16 17 HGST HUHT21010AL4200 1000 TE SAS HOD ASGO TIGPMMMG SO00CCAIGE2TS5FD m (] E Mone
SLOTT 18 HGST HUHT21010AL4200 10.00TB  SAS HOD ASGD TIGTS2IK SO00CCAZGE2CFETS m ] E3 None
SLOT 18 19 HGST HUHT21010AL4200 10.00TB SAS HOD ASGO TIGURPRG SO00CCAZGE2ECIFD m ] E None
SLOT19 20 HGST HUHT21010AL4200 1000TB  SAS HOD ASGO TIGUS3SG S000CCA2652D0105 m (] E None

Step 2: To power off a drive, click its Power State toggle switch.

Figure 464: Drive Power State Toggle Switch

Power State
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Result: The Ultrastar enclosure's drive has now been powered off.
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71 Overview of Management Server Dashboard

The management server dashboard contains information and controls for managing a server that hosts the
Resource Manager Data Center Edition Compute Service.

Server Information

The upper section of the dashboard contains panels that present basic server information, such as the
network device name, Resource Manager Data Center Edition software version, and uptime statistics.

Figure 465: Server Information Panels

35 Western Digital

d / Device RESOURCE MANAGER DATA CENTER 2.0.0

@ 80:;;_;7~@

20-May-2024 - 15:36:05 (UTC-6.00) M

2 Up Time

COS-ALE Resource Manager Data Center 354 1 0

Server Management Controls

The bottom portion of the dashboard provides additional server information and management controls,
which are organized into tabs. The following sections provide procedures for the most common management
actions available from these tabs.

7.2 Device Information

The management server's Device Information tab provides general information about the server and its
network role, including IP addresses and the version of Resource Manager Data Center Edition running on it.

7.2.1 Viewing & Downloading Logs & Notices

This procedure provides instructions for downloading logs and notices from the management server using
the Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the server dashboard, click the Device Information tab.

< Western Digital.
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Figure 466: Device Information Tab

= X & ¢ @& 3 &

The Device Information page will appear:

Figure 467: Device Information Page

@m=m Device Information

W

cos-mimas i N OK |

Aneribute Value

o

Serial Humber 0000

Madel Resounca Manager Data Cenbar
Manufacturer Wi

Step 2: Click the Device Files button.

Figure 468: Device Files Button

DEVICE FILES .

A Device File Viewer window will appear:

Figure 469: Device File Viewer
Device File Viewer
() Auditiog () Nofices () EULA

Select from the files above

CLOSE

P Addresses
132,168.239.42
19216802
1721701
192681221

Capability

ACEE
Senver

Management

Description

This device is & SEnr providing ACCRES 10 MESCURCES Cineclly attached of in @
merbwork:

This gavice provides S0Sware Syem management Capabiitins.

Step 3: Use the radio buttons at the top to select the audit logs, notices, or the EULA to be viewed/
downloaded. The Resource Manager Data Center Edition will retreive the selected information.

< Western Digital.
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Figure 470: Selecting Files

Device File Viewer =

O Auditiog () Notices @ EULA

Wester Digital End User License Agreement

This Western Digital End User License Agreement (this "Agreement") is a legal contract
between you, either as an individual or acting in your capacity as an employee or other
representative of your company or other entity ("you"), and Western Digital Technologies, Inc.
and its affiliates (collectively, "WDT"), governing your use of the software, firmware, services,
associated online o electronic documentation, and any applicable Updates (as defined below)
that are published, distributed, or otherwise made available by WDT (collectively, the
“Software"), and if applicable, your use of the Software designed for application with WDT
hardware devices and products, including without limitation WDT storage devices (collectively.
“Devices”). For WDT software or services that are accompanied by a separate license
agreement, the terms of that separate license agreement will govern your use of that WDT
software or services. You represent and warrant that you have the full legal authority to bind
‘yourself or the employer or entity you represent to this Agreement.

PLEASE READ THIS AGREEMENT CAREFULLY. BY CLICKING TO ACCEPT THE

TERMS IN THIS AGREEMENT OR BY INSTALLING, ACTIVATING, COPYING, OR g

CLOSE

Step 4: Click the Export button to download the selected files.

Figure 471: Export Button

& EXPORT

The appropriate file type will be downloaded to your Downloads directory.

Step 5: Click the Close button to close the Device File Viewer.

Result: The logs or notices have now been downloaded from the management server.

7.3 Administration

The management server's Administration tab provides controls for configuring administration settings,
including LDAP/AD and SSL/TLS.

7.3.1 Software Factory Reset

This procedure provides instructions for performing a factory reset of the Resource Manager Data Center
Edition software.

Before you begin:

Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Administration tab.

Figure 472: Administration Tab

= X & 0 @ [F G
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The Administration page will appear:

Figure 473: Administration Page
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Step 2: In the Maintenance section, click the Factory Reset button. This will return Resource Manager
Data Center Edition to its original factory settings.

Figure 474: Reset Button

M4 FACTORY RESET .

Result: The Resource Manager Data Center Edition has now been returned to factory settings.

Western Digital.
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7.3.2 Adding an LDAP/AD Group

This procedure provides instructions for adding a Lightweight Directory Access Protocol (LDAP) or Active
Directory (AD) group to the management server using the Resource Manager Data Center Edition.

Before you begin:

Follow the instructions for Navigating to a Management Server Dashboard (page 44).
Step1: From the server dashboard, click the Administration tab.

Figure 475: Administration Tab

= X & 0 @ G g

The Administration page will appear:

Figure 476: Administration Page

X Adminkstration
Maintenance Settings
s 5 0
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Step 2: In the Settings section, click the Add Group button.

Figure 477: Add Group Button

ADD GROUP ©

The Add Group window will appear:

Western Digital.
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Figure 478: Add Group Window
LDAF / AD

Add Group

Status:

Select A Role

() Admin () ReadOnly

CLOSE

Step 3: Type a name into the Group Name field, and use the radio buttons to select a role for the group.

Figure 479: Naming the Group

LDAP / AD

Add Group

Test Group

Status:

Step 4: Click the Add Group button.

Figure 480: Add Group Button

A success message will be displayed:

< Western Digital.
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Figure 481: Successful Addition of Group

LDAP / AD *

Add Group

Select A Role
() Admin () ReadOnly

Status: Success!

CLOSE

Step 5: Click Close to close the Add Group window.

Figure 482: Closing the Add Group Window

LDAP / AD ®

Add Group

Select A Role
() Admin () ReadOnly

Status: Success!

CLOSE

Step 6: In the Settings section, under Groups, verify that LDAP/AD group has been created.

Figure 483: Verifying the Group

B Groups (1) ADD GROUP ©
[ select All (D)
Mame Role

[ @ TestGroup ReadOnly

Result: The LDAP/AD group has now been added to the server.

< Western Digital.
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7.3.3 Configuring LDAP/AD Settings

This procedure provides instructions for configuring Lightweight Directory Access Protocol (LDAP) or

Active Directory (AD) connection settings on the management server using the Resource Manager Data
Center Edition.

Before you begin:

1. Follow the instructions for Navigating to a Management Server Dashboard (page 44).
2. Follow the instructions for Adding an LDAP/AD Group (page 241).

Step 1: From the server dashboard, click the Administration tab.

Figure 484: Administration Tab

= X & 0 @ [(F G

The Administration page will appear:

Figure 485: Administration Page
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Step 2: In the Settings section, under LDAP Server, click the Modify button.

Figure 486: Modify Button

MODIFY ©

An LDAP / AD window will appear:

Western Digital.
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Figure 487: LDAP / AD Window

LDAP / AD

(Lightweight Directory Access Protocol) ! (Active Directory)

- Disabled

CANCEL

Step 3: Type the hostname or IP address of the LDAP/AD server into the LDAP Server field, and type
the LDAP/AD domain name into the LDAP Domain field.

Figure 488: Populated LDAP / AD Window

LDAP / AD

(Lightweight Directory Access Protocol) / (Active Directory

LDAP Server (2] LDAP Domain 2]
10.20.30.40 companyname.com
Hostname or IP Address 111256 companyname.com (net, org, edu 151256
- Disabled
CANCEL

Step 4: Click the Update button to save the LDAP/AD configuration.
Figure 489: Update Button

The LDAP Server section will be overlaid with a modal, showing that the update is in progress:

< Western Digital.




. 7. Server Management — Compute Service
User Guide 7.3 Administration

N

Figure 490: LDAP / AD Update Progress

Update In Progress. ..
Setting LDAP / AD Seitings fo

Enabled: false

LDAF Server:
LDAP Domain Name:
%
L

When the update is complete, the LDAP Server section will display the new settings:

Figure 491: Updated LDAP / AD Settings

&2 LDAP Server 7]

Server: 10.20.30.40

Domain: companyname.com

moDiFy Ol 5« cLEArR Ol W RESET @
B8 Groups (1) ADD GROUP ©

[ select All (0)
Name Role
[0 @ TestGroup ReadOnly

X LDAP/AD SERVER CERTIFICATE UF’LO,nl\D9

*Enable/Disable the LDAP/AD protfocol to set the account priorify

Step 5: To enable the new configuration, click to toggle the LDAP Server switch to the ON position.

Western Digital.
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@ Note: To enable an LDAP/AD configuration, at least one LDAP/AD group must be
configured.

Figure 492: Toggle Switch

&5 LDAP Server «

Server: 10.20.30.40

Diomain: companyname.com

moDIFYy Ol 5~ cLeEAR Ol W RESET @
B8 Groups (0) ADD GROUP @
Select All (0)

Name Role

X LDAP/AD SERVER CERTIFICATE UF’L\O,F\D9

*Enable/Disable the LDAP/AD protocol to set the account priority

Result: The Lightweight Directory Access Protocol (LDAP) or Active Directory (AD) connection settings
have now been configured.
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7.3.4 Uploading an LDAP/AD Certificate

This procedure provides instructions for uploading a Lightweight Directory Access Protocol (LDAP) or

Active Directory (AD) certificate to the management server using the Resource Manager Data Center
Edition.

Before you begin:

1. Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step 1: From the server dashboard, click the Administration tab.

Figure 493: Administration Tab
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The Administration page will appear:

Figure 494: Administration Page
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Step 2: In the Settings section, under LDAP Server, click the LDAP/AD Server Certificate Upload button.
Figure 495: LDAP/AD Server Certificate Upload Button

X LDAP/AD SERVER CERTIFICATE UF’L{}ADel

An LDAP Server Certificate window will appear, showing step 1 of 2:
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Figure 496: LDAP / AD Window

LDAP Server Certificate

o Browse & Select Cerfificate

SELECT FILE I

CLOSE

Step 3: Either type the certificate filename into the Certificate File field, or click the Select File button to
browse to the certificate and select it.

Figure 497: Selected Certificate File

LDAP Server Certificate

o Browse & Select Certificate

- 0.81K8
SELECT FILE cert pem

Certificate File Staged Successfully; Ready for Upload

CLOSE
Step 4: Click the Next button.
Figure 498: Next Button

The LDAP Server Certificate window will proceed to step 2:

< Western Digital.
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Figure 499: Confirm Certificate

LDAP Server Certificate *

Q Browse & Select Certificate o Upload LDAP Cerfificate

Certificate:
cert.pem

D Please Confirm

O INFORMATION
1. Updating the Certificate and Key files will be used when
legging in with the HTTPS protocol.

2. Make sure to add the Certificate to the Browser Ceriificate
Management Database before logging in with the HTTPS
protocol.

CLOSE

Step 5: Review the selected certificate file name. If correct, click the Please Confirm checkbox and then
click the Upload Certificate button to upload the certificate.

< Western Digital.
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Figure 500: Confirm Certificate Upload

LDAP Server Certificate *

Q Browse & Select Certificate o Upload LDAP Cerfificate

Certificate:
cert.pem

* Please Confirm
@ INFORMATION
* UPLOAD CERTIFICATE 1. Updating the Certificate and Key files will be used when

legging in with the HTTPS protocol.

2. Make sure to add the Certificate to the Browser Ceriificate
Management Database before logging in with the HTTPS
protocol.

BACK

CLOSE

Result: The Lightweight Directory Access Protocol (LDAP) or Active Directory (AD) certificate has now
been uploaded to the management server.
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7.3.5 Uploading an HTTPS Certificate & Key

This procedure provides instructions for uploading an SSL/TLS certificate and key pair to the management
server using the Resource Manager Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).
Step1: From the server dashboard, click the Administration tab.

Figure 501: Administration Tab

= X & 0 @ G g

The Administration page will appear:

Figure 502: Administration Page

Xﬂtn:.: stration
Maintenance Settings
i @ ¢

8 HYTPS Contionte Seimngs

e diot St £ CERTEICATE K1Y Ueoan®)

[0 9

Dteraram | #00 crowe 9

Nare fvie

& LDAPAD SERVER CERTIFICATE I.."L(IMJ0

Eratn DAt g LOLLAD prsal 3 B0 B BE00RE Bty

Step 2: Under Settings, in the HTTPS Certificate Settings section, click the Certificate & Key Upload
button.

Figure 503: Certificate & Key Upload Button

& HTTPS Certificate Seitings

X CERTIFICATE & KEY UPL(J'M:I'a

A TLS Certificate & Key Pair window will appear, showing step 1 of the upload process:
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Figure 5604: TLS Certificate & Key Pair Window

TLS Certificate & Key Pair =

o Browse & Select Cerificate & Key Pair

CLOSE

Step 3: Click the Select File buttons to browse to the desired certificate and key files on the host
system.

Figure 505: Certificate & Key Files Selected

TLS Certificate & Key Pair &

o Browse & Select Certificate & Key Pair

— Certiicate File 0.81KB
 seicc e [

Certificate File Staged Successfully; Ready for Upload

TFILE 023KB
- key.pem

Key File Staged Successfully; Ready for Upload

CLOSE

Step 4: Click the Next button.
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Figure 506: Next Button

The TLS Certificate & Key Pair window will update to show step 2 of the upload process:
Figure 507: Confirm Certificate & Key Files

TLS Certificate & Key Pair &

o Browse & Select Certificate & Key Pair o Upload TLS Certificate & Key Pair

Certificate:
cert.pem

Key:
key.pem

D Please Confirm

CLOSE

Step 5: Review the selected certificate and key file names. If correct, click the Please Confirm checkbox
and then click the Upload Certificate button to upload the pair of files.
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Figure 508: Upload Certificate & Key Files

TLS Certificate & Key Pair
o Erowse & Select Cerfificate & Key Pair o Upload TLS Certificate & Key Pair

Certificate:
cert.pem

* UPLOAD CERTIFICATE

BACK

CLOSE

Result: The SSL/TLS certificate and key pair have now been uploaded to the management server.

7.4 Accounts

The management server's Accounts tab provides controls for configuring admin and user account access to
the server.

7.4.1 Creating a User Account

This procedure provides instructions for creating a user account on the management server using
Resource Manager Data Center Edition.

Before you begin:

¢ [Follow the instructions for

Step1: From the server dashboard, click the Accounts tab.

Figure 509: Accounts Tab

m X & 0 & G F

The Accounts page will appear:
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Figure 510: Accounts Page

& Accounts (1)

User 1d

f admin

Step 2: Click the Create Accounts button.

Figure 511: Create Accounts Button

CREATE ACCOUNTS ©
A Create Accounts window will appear:
Figure 512: Create Accounts Window

Create Accounts

o Account Details

L Identifier

Rale

admin Admin

Step 3: Use the available fields to enter a user ID, role,

< Western Digital.
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and password. Then click the Create button.
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Figure 513: Account Details

Create Accounts =
o Account Details
Uszr 14 (Requirss (7] Fole 2]
FirstnamelLastname X ReadOnly =

X ® .; ....... X ®

CLOSE

Result: The user account has now been created on the management server.
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7.4.2 Editing a User Account

This procedure provides instructions for editing a user account on the management server using Resource
Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for
Step1: From the server dashboard, click the Accounts tab.

Figure 514: Accounts Tab

= X & 0 @ G g

The Accounts page will appear:

Figure 515: Accounts Page
6 Accounts (3)

Userld

| Identifier Role
?‘ admin Admin
admin
& B1 "
? 81§ B ReadOnly
» Test y
? Test B Tes! ReadOnly

Step 2: Click the Edit icon for the account to be edited.

Figure 516: Edit Icon

6 Accounts (3)

Userld

| ldentifier Role
?‘ admin Admin
admin
o B1 "
? B B ReadOnly

0y Test =
. Test ReadOnly

An Update Account window will appear:
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Figure 517: Update Account Window

Update Account

o Account Details

. (7]
ReadOnly -

SUCCESS! CREATE ANOTHER OR CLOSE?

Step 3: Use the available fields to edit the account role or password. Then click the Update button.
Figure 518: Update Account Details

Update Account

o Account Details

Operator v

UPDATE

SUCCESS! CREATE ANOTHER OR CLOSE?

Result: The management server's user account has now been edited.
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7.4.3 Deleting a User Account

This procedure provides instructions for deleting a user account on the management server using Resource
Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for
Step1: From the server dashboard, click the Accounts tab.

Figure 519: Accounts Tab

= X & 0 @ G g

The Accounts page will appear:

Figure 620: Accounts Page

6 Accounts (3)

Userld

1 ldentifier Role
?‘ admin admin Admin
& o B ReadOnly
& e w Test ReadOnly

Step 2: Click the Delete icon for the account to be deleted.

Figure 621: Delete Icon

6 Accounts (3)

Userld

| ldentifier Role
g admin
? admin admin Admin
o B1 "
? B B ReadOnly

& Test .
? Te ReadOnly

A dialogue box will appear, promting the user to confirm the deletion:
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Figure 622: Confirm Account Deletion

Are you sure you want to delete Test?

Step 3: Click OK.

After the deletion is processed, the Accounts page will refresh to show the remaining accounts:

Figure 523: Remaining Accounts

a Accounts (2)

User Id | Identifier Role
j o admin Admin
i o B1 ReadOnly

Result: The management server's user account has now been deleted.

Location

The management server's Location tab provides controls for configuring the server's physical location
attributes.

7.51 Setting Location Attributes

This procedure provides instructions for setting/modifying the location attributes of the management
server using the Resource Manager Data Center Edition.

Before you begin:

¢ Follow the instructions for

Step1: From the server dashboard, click the Location tab.

Figure 524: Location Tab
= X & 0 @ Ly

The Location page will appear:
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Figure 525: Location Page
o Location

= CLEARALL [

Attribute Value

Address 1@ 9950 Federal Drive &
Address 2@ Suite 100 &
Address3@  ClokloEdl &
Building @ 9950 #

City @ Colorado Springs &
Country @ Ush &

Device @ 04

GPSCoords®@  CloxtoEdt d

Item @

Other Location Info @  Clickio Eai s

Pod @ 14

Postal Code @ 80921 &

Rack @ 24

Room @ 159 &

Row @ L4

Shelf @ iws

Site Name @ WDC Colorade Springs Lab 1 ¢
State @ Colorada &
Territory @ s

Step 2: To edit a location attribute, click the attribute's edit icon.
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Figure 526: Edit Icon

o Location

(# CLEARALL

Attribute Value

Address 1@ 9950 Federal Drive[ /]
Address 2 ©@ Suite 100 &
Address3@  ClckioEdl &
Building @ 9950 &

City @ Colorado Springs ¢
Country @ usa #

Device @ 04
GPSCoords®@  ClckioEdl I'd
item @ Rack Units &
Other Location Info @  Clickio Eai 4

Pod @ 14

Postal Code @ 80921 &

Rack @ 24

Room @ 159 &

Row @ L4

shelt @ wé#

Site Name @ WDC Colorade Springs Lab 1 ¢
State @ Colorada &
Territory @ 4

Step 3: Repeat as needed to set/modify the remaining attributes.

Result: The location attributes of the management server have now been set.

7.6 Device OS

The management server's Device OS tab provides information about the currently installed version of
Resource Manager Data Center Edition and controls for updating it.

7.6.1 Checking the Resource Manager Software Version

This procedure provides instructions for checking the version of the Resource Manager Data Center Edition

software on the management server.

Before you begin:

¢ Follow the instructions for

Step1: From the server dashboard, click the Device OS tab.
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Figure 527: Device OS Tab
- X & ¢ @8 W
The Device OS page will appear, displaying the version number:

Figure 628: Device OS Page

Device OS

Altribute Value Attribute Value
Name Resource Manager Data Center Version
Type Linux

Result: The version of the Resource Manager Data Center Edition software has now been checked.

7.7 Assets

The management server's Assets tab provides searchable information about discoverable resources on the
same network as the server.

7.71 Checking the Status of Assets

This procedure provides instructions for checking the status of assets (or resources) discovered by the
network scan.

Before you begin:

¢ Follow the instructions for

Step1: From the server dashboard, click the Assets tab.
Figure 5629: Assets Tab

- X & ¢ & @ @ &

The Assets page will appear, providing a list of discovered assets with information such as
resource names, IP addresses, and health status:
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Figure 5630: Assets Page
Assets (57)
Q " :
Name ™

| oxc | 5000ccab03000000 182 183151154 H4060-J 4.0.30 Storage V'
| Ox | 5000ccab04000680 152168148201 H4102-J 000 Storage
| oxc | 5000ccabla008600-A 18185111138 H4102-J 40.15 Storage V'
| Ox | 5000ccabla008600-B 152 169111118 H4102-J 4015 Storage V'
E3 5000ccab0d0e5c80 18218514450 H4060-J 0.0.0 Storage Vv
= 5000ccablddeT880 RERIERERER H4060-J 238 Storage Y
E3 500 0ccabl40e7is0 15296823055 H4060-) In Storage VY
= E000ccab04105300 450 1EB. 230443 H40B0-J 311 Storage ¥
E3 5000ccab04108100 S 165,144 957 H4102-J 4030 Storage V¥
| oxc | 5000ccabld10a200-A 152 468 738,201 H4102-) 4030 Storage ¥
| Crifical faiure | 5000ccab0410e180-4 52 168 238957 H4102-J 4030 Storage ¥
E3 5000ccab04110780-A 482.155.143.305 H4102-J 4015 Storage Vv
=3 5000ccab04110a00-A 152 168258210 H&102-J 4013 Storage v
[ oxt | 5000ccab04110a00-B 152168230451 H4102-J 4013 Storage ¥
= 5000ccab0a113280 EESE-RER H4102-J 4.0.30 Storage
E3 5000ccab04113b80-4A 152 163,148,233 H4102-J 403 Storage Vv
E3 5000¢ccab0411£080 182 96213TATT H4060-J 4.0.30 Storage Vv
| x| 5000ccabld11f00 182988111127 H4060-J 3N Storage “
| oxc | 5000ccab05000480 1163144 38 H4102-) 4010 Storage V'
=3 5000ccab050a0580 152168 471,222 H4102-J 4.0.10 Storage V'
E3 5000ccab050e2700 152168173 H4060-J 4030 Storage Y
E3 5000ccab050e2780 182 982.13738 H4060-) 413 Storage V'
E3 5000ccabl50e2a80 152168 9843 H4102-J 4.0.30 Storage ¥
| oxc | 23000-09002e 11 1ER 13 TE OpenFlex E3000 205 Chassis ¥

Note: In cases where an asset's login credentials don't match those of the
Resource Manager Data Center Edition on the management server, the asset's
status will appear as Unauthorized and a Lock icon will be displayed:

1)

Figure 531: Lock Icon

92_168_237_236

Clicking the Lock icon will bring up a dialog box, allowing the user to provide login
credentials for that asset.
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@ Figure 532: Locked Asset Login Dialog Box
Use this dialog to Provide Credentials for this
resource.
Usemame
5 Password =
If login credentials are provided, the information for this asset will become
available on the next discovery scan.
Step 2: Use the Search field to limit the asset results by search criteria.
Figure 633: Search Field
s Q A %
Name
| oxc | 5000ccabld3000000 182 162.151.158 H4080-J 4.0.30 Storage Y
| Ox | 5000ccab04000680 152160 1820 H4102-J 000 Storage ¥
| oxc | E000ccab04008600-A 482 465,114,135 HA102-J 40,15 Storage Y
E3 5000ccabl4008600-B 1524 1E H&102-J 4015 Storage V'
E3 5000ccab040e5c80 182155.144.50 H4060-J 0.0.0 Storage ™
| o | 5000ccab040e7880 EE-SEREREH H4060-J 238 Sworage ™
E3 5000ccab040e7i80 1S H4060-J ERR Storage ™
| ot | 5000ccab04105300 5218833443 H4060-J ERRI Storage v
E3 5000ccab02108100 515,144 967 H4102-J 4030 Storage ¥
E3 5000ccab0410a200-A 152162238 21 H4102-J 4030 Storage
| Critical faibure | 5000ccabld10e180-4 15168 138 957 H&102-J 4030 Storage
E3 5000ccab04110780-A 152155143205 H4102-J 4015 Storage V'
3 5000ccabld110a00-A 152 9683810 H&102-J 4013 Storage v
E3 5000ccab04110a00-B 152168 235151 H4102-) 4013 Storage ¥
| oxc | 5000ccabd113280 1821851811 H4102-J 4030 Storage “
| Ox | 5000ccab04113b80-4 152 469148233 H&102-J 403 Storage ¥
E3 5000ccab0d 111080 152 458037477 H4060-) 4.0.30 Swrage ¥
=3 5000ccabld11f00 152 9EIALAZT H4080-J 311 Storage Y
E3 5000ccab05000480 [earren H4102-J 4010 Storage ¥
=3 5000ccabls0a0ss0 182.168.411.222 H4102-J 4.0.10 Storage Y
| oxt | 5000ccab050e2700 1ED1ER T3 H4060-J 4030 Storage ¥
| oxt | 5000ccab05022780 15248513728 H4060-J 413 Storage v
3 5000¢ccab05022a80 EE-ST-REFE ] H4102-J 4030 Storage V'
E3 23000-08002e 15218523 QpenFlex E3000 205 Chassis ™
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@ Important: The Search field provides a powerful "deep search" capability for
inventory management. Search terms are compared to all attributes associated
with an asset, as shown in the expanded asset information in step 3 (page
267). For example, searching on a drive serial number will show which enclosure
contains that drive.

Step 3: For additional information about an asset, click the asset's table row or down-arrow.

The row will expand to provide additional information:

Figure 534: Additional Asset Info

@Assets (55)

All ]

Hame T

| oK | 5000¢ccab03000000 4524B5.451154 H3060-J 4.0.30 Storage)

Counts Entries Values Entries

= Accounts (3) = Fans(8) = DurableMame = Manufacturer: HGST
SQ00CCAB03000000
= Adapters (0) « Media (60) » SerialNumber
+ Hostname: oobm-00-0c-ca- USWSJ00220EA0000
Connectors (12) « Ports (1) 08-3a-

97 sdcorp.global sandisk co VEL B [ARERE
(715521840819200 Bytes)

Controllers (2) = PowerSupplies (2)
m.

Expanders (6) = Sensors (102)

« 5000ccab03000000

Result: The status of discovered assets has now been checked.

7.8 Policies

The management server's Policies tab provides information and controls for configuring server policies.

7.8.1 Creating a Policy

This procedure provides instructions for creating a policy on the management server.

Before you begin:

* Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Policies tab.
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Figure 5635: Policies Tab
m X & @ P
The Policies page will appear:

Figure 636: Policies Page

P-:'lmescSJ
(e

Kame o Wantifier Enstied | Description Creste Date © LastBoddied | Rules
& Bruce Pokc - L) Lo e dokor 82 A CoRDiI BSOS B2, B0 00 Hlmod HmoX INCKunt uf Dotk §2 SSioc MugR) Moud. UL e B2 ORI TAK-IOND MRl MyRudt
Hasm B ! e R G AT EROENOR LASTCN LADGN frdl f BIGRSC 0 4 COMMO Cordagul Tud Bute Fure doke n 014319 on3 LT MyRui 3
f et 7 Capcr o 1) Pocy 1 Fack PaaEn fof eonten-2asl4- LH00-un MO0T ) DDG0001E OSALG-I0T)  ORASIORY  MESENNGROKCheck
. ' i 023426 24522

> D e e - A R
7 . m Poicy 16 ik Smgsraturg :E:::J‘Ja?l 3;;;:03 TempChac
Sesane Coack B o = =

Step 2: Click the Create Policy button.
Figure 637: Create Policy Button
A Create Policy window will be displayed, showing step T:

Figure 638: Create Policy Window

F

Create Policy )
o Step 1
@ @
Name (Required @ Enabled
@
CANCEL

Step 3: Use the available fields to input a name and description for the policy, and use the toggle switch
to enable or disable the policy once it is created.
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Figure 639: Create Policy Window

=

Create Policy

o Step 1
P (Rl @ ©
Test Policy X @ Enabled
Description (Optiona! 9
Test policy X
CANCEL

Step 4: Click the Next button.

Figure 540: Next Button

The Create Policy window will proceed to step 2:

< Western Digital.




7. Server Management — Compute Service

User Guide 7.8 Policies

Figure 541: Create Policy Window

r Al

Create Policy

@) sten © stn2
RULE: NAME & SALIENCE (REQUIRED) . L] =9 . 2] 2
ame (Require s & (Rec A o R -
54  Range
RULE: CONDITIONS (REQUIRED) @ <
RULE: DESCRIPTION & LOG (OPTIONAL) @ <
L
CANCEL
[ v

Step 5: In the Rule: Name & Salience section, use the available fields to input a rule name, salience, and
the action to be taken. This creates a rule within the policy.
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Figure 542: Creating a Rule
Create Policy e
@) sten © stn2
RULE: NAME & SALIENCE (REQUIRED) .9 =9 .9 2
Cablélé’résent X 50 7 X Sen;ﬂlﬁ'&’“ 0 X -
12/64 Range: 0-100
RULE: CONDITIONS (REQUIRED) 9 <
RULE: DESCRIFTION & LOG (OPTIONAL) @ <
o}
CANCEL
[ v
Step 6: Click to expand the Rule: Conditions section, and use the available fields to define the

conditions that will trigger the rule. The following example shows the condition of Cabl e

Present == fal se.

< Western Digital.




User Guide 7. Server Management — Compute Seljv!ce
7.8 Policies

Figure 5643: Rule Conditions

Create Policy

o Step 1 o Step 2

RULE: NAME & SALIENCE (REQUIRED) . L] =9 . 2] <
: e v
RULE: CONDITIONS (REQUIRED)

P Y

Cable Present s == s false = W
RULE: DESCRIPTION & LOG (OPTIONAL) @ <

L
CANCEL

Step 7: Click the plus icon to add the rule to the policy.

Figure 5644: Rule Conditions

Create Policy

o Step 1 o Step 2

RULE: NAME & SALIENCE (REQUIRED) ®° 8¢ @° <

. @ v

RULE: CONDITIONS (REQUIRED)
Y
Cable Present = == * false = |+ «
Cable Present == false []
RULE: DESCRIPTION & LOG (OPTIONAL) @ <
e
m
CANCEL
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Step 8: |If needed, click to expand the Rule: Description & Log section. Use the available fields to input a
description of the rule and a label for when this condition is logged.

Figure 545: Rule Conditions

Create Policy

a Step 1 ° Step 2
RULE: NAME & SALIENCE (REQUIRED) ®° 8¢ 8° ¢
RULE: CONDITIONS (REQUIRED) @ <
RULE: DESCRIPTION & LOG (OPTIONAL)
Rule for cable not present X
"Cable missing” X
™ 2
=
CANCEL

Step 9: To add another rule to the policy, click the Add Rule button. Then repeat steps 5 (page 270)
through 8 (page 273) to name the rule and define its conditions.

Figure 5646: Add Rule Button
Step 10: When all rules for the policy have been added, click the Next button.
Figure 647: Next Button

The Create Policy window will proceed to step 3.
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Figure 548: Confirm Policy

[F ]

Create Policy

o Step 1 o Step 2 e Confirmation

Mame: Test Policy Enabled: true

Descriplion: Test policy

Rules
Name: CablePresent Salience: 50 Action Methods: SendMail

Conditions:
» Cable Present == false

Description: Rule for cable not present

Log: "Cable missing”

D Please Confirm

CANCEL

Step 11: Review the listed rule(s). If the information looks correct, click the Please Confirm checkbox and
then click the Create button.
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Figure 5649: Create Policy

[F ]

Create Policy

o Step 1 o Step 2 e Confirmation

Mame: Test Policy Enabled: true

Descriplion: Test policy

Rules
Name: CablePresent Salience: 50 Action Methods: SendMail

Conditions:
» Cable Present == false

Description: Rule for cable not present

Log: "Cable missing”

Please Confirm <

= =3«

CANCEL

. 4

A popup window will appear, showing the progress of the policy creation.

Figure 5650: Policy Creation Progress

Message Center

Start: = Total:
; &7 17, 11:00:02 am 8/ 17, 11:00:02 am Ohr Omin 0s.0

Step 12: When the progress window disappears, check the table on the Policies page to ensure that the
newly created policy is displayed.
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Figure 651: New Policy

.
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Result: The policy has now been created on the management server.
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7.8.2 Deleting a Policy

This procedure provides instructions for deleting a policy from the management server.

Before you begin:

¢ Follow the instructions for

Step1: From the server dashboard, click the Policies tab.
Figure 652: Policies Tab

m X & 0 @ [F 8

The Policies page will appear:

Figure 653: Policies Page

Pc'ucuesm
CREATE PoucY © m
Hame

§ Kentifer Enabded | Dascripion Craste Date © LastModiied | Ruls
& Bruca Poscy - ) Lorem oo oo 10 0t SonRHIN BICIR S, 100 0 BUBOY DN UIGSN! L IR ¢ Culore M Bl VR et B OT-ALG 00D Mg, MyRiuig1
il o i WA, QUi DO S CRNBON LR DO NiE U BBOUD K 0 COMMON COneual Dy Bety insne Soler in 014319 MyRuie}
f Hoalh 2 Chck Q) Puscy o wack Paath for ogifin dan D20 vaalpt2 120eed e ChAIZ  SRAW-ISEY  HeamNeOKEhek
s : 20 Pl
qj Pty 16 ¥R SRS D5-AURI023  O9ALG-RO2Y  THMpORes:
203634 1A
i QL) Test sy Tohup izl TAwg-2023  CoblePresesd
100002 10002
Step 2: Click the Delete Policy icon for the policy to be deleted.
Figure 554: Delete Policy Icon
Pc'ncnes (4)
i
crenre poucy °fil mc |
Hame | Kentifier Enatbed | Description Create Date © LastMocdied | Ruies
& Bruca Poicy waiit- D) Lerem iosem dolor i amet conpecieur BICiCInG oL 10 G PuEmod SO ncicichont of labkew 8 dolore magea Bices WS enmad  OTAWINZD  I0AW-IOEY Rl MyRied
il o S VA, QU PSS eCRNDN LAMCS DDA Me U BBOD X Kb OO CONBEIU [y Bty inur Soier in 014319 CIETE MyRu3
f Haan 7 CamacE > QD) Puscy 1o wack RSN Ror oS 40 - D2 00-U 1002 1200000 ¢ ORAUINI  0R-AU-DORY  HEEMNGECKChE
i T 083420 sz
G Polor o nack iempentare 05-Aup 223 0Aug-2023  TempCheck
203634 182
- D) Testesiey 023 CabiePresent

A popup window will prompt the user to confirm the deletion:

Figure 555: Delete Policy Icon

Are you sure you want to delete Test Policy?
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Step 3: Click the OK button.

A popup window will appear, showing the progress of the policy deletion.

Figure 656: Policy Deletion Progress

i Message Center

Start: End:
12 /31, 5:00:00 pm 12 /31, 5:00:00 pm

Step 4: \When the progress window disappears, check the table on the Policies page to ensure that the
policy is no longer listed.

Figure 557: Policies Page
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Result: The policy has now been deleted from the management server.

7.9 Notifications

The management server's Notifications tab provides information and controls for configuring SMTP alerts
and SNMP traps.

7.91 Creating an SMTP Alert

This procedure provides instructions for creating a Simple Mail Transfer Protocol (SMTP) alert on the
management server.

Before you begin:

e Follow the instructions for Navigating to a Management Server Dashboard (page 44).

Step1: From the server dashboard, click the Notifications tab.

Figure 558: Notifications Tab

m X & ¢ & [3F & ®
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The Notifications page will appear:

Figure 559: Notifications Page
lpk::-hca:rcns 2)
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Step 2: Click the Create Notification button.

Figure 560: Create Notification Button

CREATE NOTIFICATION -

A Create Notification window will appear, showing step 1:
Figure 561: Create Notification Window

Create Notification =

o Name, Type & Description

Description

CANCEL

Step 3: Use the available fields to select the SMTP Alert notification type, and input a name and
description for the notification.

< Western Digital.
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Figure 662: Notification Type

Create Notification

o Name, Type & Description

S O )
Test Alert X SMTPAlert -
0/64
:r;st“.-_‘?»MTP Alert =
[ ]
CANCEL

Step 4: Click the Next button.

Figure 563: Next Button

The Create Notification window will update to show step 2:

< Western Digital.




7. Server Management — Compute Service

User Guide 7.9 Notifications

Figure 5664: SMTP Settings

Create Notification 2
o MName, Type & Description o SMTP Seftings
7] Fort (Requirad [>]
Server (Required 25 X
4 Range Z
(2] 2}
Subject (Require F R e
64 ) | 64
(2] 2}

CANCEL

Step 5: Use the available fields to input the required SMTP settings.

Figure 665: Populated SMTP Settings

Create Notification 2
O MName, Type & Description o SMTP Seftings

smipserver company.com X 25 X
22164 Range: 0-65536 2

Sutject (Required 2] From (Requred e
SMTP X smipadmin@company com X
4164 21764

Ussmams (Required 2] Fassword (Required e
admin X X &
4 47132

CANCEL

Step 6: Click the Next button.

< Western Digital.
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Figure 5666: Next Button

The Create Notification window will update to show step 3:
Figure 567: Distribution Settings

Create Notification

o Name, Type & Description o SMTP Settings o Distributions

L]
— ©Q Recipients @
Distributions Name (Required)

This field is required 0/64

add recipients here
g, Email address

Requirsd

CANCEL

Step 7: Use the Email Address field to input the addresses that will receive the alert. The addresses
will then appear in the Recipients list. Use the Distributions Name field to name this emalil
distribution group.

< Western Digital.
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Figure 5668: Populated Distribution Settings

Create Notification e
O MName, Type & Description o SMTP Seftings o Distributions

< Name (Required 7]
Recipient
Alerts| Group X L EEaE

17764

SMTP

lastname firstname@company.com &
]

firsiname.lastname@company.com &
< . >

add recipients here. ..

AL Email address

Requirad

CANCEL

Tip: Use the Add Distribution or Remove Distribution buttons to create additional
email distribution groups or delete existing groups.

Figure 569: Add / Remove Distribution Buttons

Step 8: Click the Next button.
Figure 670: Next Button

The Create Notification window will update to show step 4:

< Western Digital.
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Figure 671: Notification Confirmation

Create Notification

o MName, Type & Description o SMTP Seftings o Distributions o Confirmation

Mame: Test Alert Type. SMTPAlert

Descriplion: Test SMTP Alert

Server: smtpserver.company.com Port: 25

Subject: SMTP From: smtpadmin@company.com
Usemame: admin Password; === {5y
Distributions

Mame: SMTP Alerts Group Recipients:

lastname.firstname@company.com
firstname.lastname@company.com

CANCEL

Step 9: Review the listed information. If correct, click the Please Confirm checkbox and then click the
Create button.

< Western Digital.
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Figure 672: Create SMTP Notification

Create Notification

O MName, Type & Description

MName: Test Alert
Descriplion: Test SMTP Alert

Server: smtpserver.company.com
Subject: SMTP
Username: admin

Distributions
Mame: SMTP Alerts Group

BACK

o SMTP Seftings o Distributions o Confirmation

Type. SMTPAlert

Port: 25

From: smtpadmin@company.com
Password; === {5y

Recipients:
lastname.firstname@company.com
firstname.lastname@company.com

CREATE

CANCEL

When the notification has been created, it will appear in the notifications list:

Figure 673: SMTP Notification Created

f MNotifications (3)
creATE NoTIFICATION )

Name L ianntime Type Descrignion Create Date Last Mogifies
& Ruoc Emsiana B SMTRAle Fiesource Manager Data Center Emal Akl 03.0uk2023 074329 03 Ju2003 0748 29
P — s BEaT TE R T - = =
& rune Tuo e g INMPTIR Flescunce Mamager Duts Conter Teas Al 02 03302023 07 51:02
—
I j Test kvt @ SMTRANT Test SMTP Asert

Ay 2023 128553 Owhug-20F3 1258 53

Result: The SMTP notification has now been created on the management server.

Western Digital.
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7.9.2 Creating an SNMP Trap

This procedure provides instructions for creating a Simple Network Management Protocol (SNMP) trap on
the management server.

Before you begin:

« Follow the instructions for Navigating to a Management Server Dashboard (page 44).

@ Important: Resource Manager Data Center Edition currently supports only SHA and DES
authentication protocols for SNMP traps.

Step1: From the server dashboard, click the Notifications tab.

Figure 574: Notifications Tab

m X & 0 @& 3G g

The Notifications page will appear:

Figure 575: Notifications Page

ﬁx:znlm:mns (2
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Step 2: Click the Create Notification button.

Figure 576: Create Notification Button

CREATE NOTIFICATION -

A Create Notification window will appear, showing step 1:

Western Digital.
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Figure 577: Create Notification Window

Create Notification

o Name, Type & Description

T
0
@
El
T
1

Description

CANCEL

Step 3: Use the available fields to select the SNMP Trap notification type, and input a name and
description for the notification.

Figure 578: Notification Type

Create Notification

o Name, Type & Description

[ @
Test Trap X SNMPTrap -
9/64
Test SNMP Trap .
[=x ]
CANCEL

Step 4: Click the Next button.

< Western Digital.
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Figure 5679: Next Button
The Create Notification window will update to show step 2:
Figure 680: SNMP Settings

Create Notification

o Mame, Type & Description e SNMP Settings
1] Comunity (Re e
" Require - public X
1] Targat e
Target |Pv4 Address(Require 162 X
) Range:
BACK

CANCEL

Step 5: Use the available fields to input the required SNMP settings.
Figure 581: Populated SNMP Settings

Create Notification

a MName, Type & Description a SNMP Settings
ersion (Required (2] Comunty (Required 2}
Version 1 ~ public X
Target IPy4 Address(Requied (2] Target Port (Requirsd 2}
10.20.30.40 X 162 X

CANCEL

Step 6: Click the Next button.

< Western Digital.
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Figure 5682: Next Button
The Create Notification window will update to show step 3:
Figure 5683: SNMP Confirmation

Create Notification

o Name, Type & Description o SNMP Seftings o Confirmation

Name: Test Trap Type: SNMPTrap

Description: Test SNMP Trap

Version: Version1 Community: public
Target IP: 10.20.30.40 Target Port: 162
BACK

CANCEL

Step 7: Review the listed information. If correct, click the Please Confirm checkbox and click the Create
button.

Figure 584: Create SNMP Notification

Create Notification

0 MName, Type & Description O SNMP Settings o Confirmation

Mame: Test Trap Type: SNMPTrap

Description: Test SNMP Trap

Varsion: Version1 Community: public
Target IP: 10.20.30.40 Targei Port: 162
ease Confirm

BACK CREATE

CANCEL

Western Digital.
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When the notification has been created, it will appear in the notifications list:

Figure 585: SNMP Notification Created
m Maotifications (3)

Hame

| Menater Type Daseription Create Date Last Modifiad
f R Slaceet 41544258 E0AR DS SUTPAR Rotsourtn Masager Dats Coater Emul Alert 033t 2023 074829 03-Ju2023 072820
f - ! SNMPTp Fobsouttn Manager Duts Conter Trap A 03-Ju 2023 07 5102 023075102
| f st Toe B 006 1008e-5105-8000-7576-8 3 SNMPTrp Test SNUP Trap 02-Auz2023 138302 02:Aug-2023 13.43.02

Result: The SNMP trap has now been created on the management server.

< Western Digital.
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7.9.3 Deleting a Notification

This procedure provides instructions for deleting a notification from the management server.

Before you begin:

¢ Follow the instructions for

Step1: From the server dashboard, click the Notifications tab.

Figure 586: Notifications Tab

m X & 0 & [3F & ®

The Notifications page will appear:

Figure 687: Notifications Page

.P Motifications (3)

Nem 1 MSennter Tyee Description Create Dave Last Modifiea
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Step 2: Click the Delete icon next to the notification to be deleted.

Figure 688: Delete Icon

.P Motifications (3)

et 1 ienler Type Deseripaion Create Dase Last Modified
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A popup will prompt the user to confirm the deletion:

Figure 689: Confirm Deletion

This will delete Test Alertand cannot be undone. Are you sure you want
to delete Test Alert?

Step 3: Click the OK button to confirm the deletion.

After the deletion has been processed, the notification will be removed from the Notifications
page:

< Western Digital.
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Figure 690: Notification Removed
B tottications (2)
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Result: The notification has now been deleted from the management server.

< Western Digital.
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This section provides information and instructions for managing an Ultrastar storage enclosure
through an in-band connection to a directly attached compute server running Resource Manager
Data Center Edition.

In This Chapter:

- Overview of Ultrastar In-Band Dashboard...........cooeroeeeereceeereeeeeeee 294
- Device INfOrmation....... et 299
R Vo [ 411 TES €= 110 o TS 303
S Ao Yo 1 1 [0 o 304
O 0 o1 4 0] | [T = 306
e @111V L= GRS U o] o] 1= O 308
S 1 1 T 308
R o ] 1 = 310
e = o T= g Lo [T TR 314
S 1= 0 17 0 ) 316
= 1 o 318
=10 1o 1Y o3 o] = O 320
e 2=/ Lo 1 321




User 8. Ultrastar Enclosure Management — Compute Service
\ Guide 8.1 Overview of Ultrastar In-Band Dashboard

8.1 Overview of Ultrastar In-Band Dashboard

Management Connection Method

The dashboard of an Ultrastar storage enclosure will present several differences, depending on whether it is
accessed from a "local” server or a "remote” server:

e Local Server: directly attached to the enclosure, and able to manage the enclosure in-band over the
data path using the Resource Manager Data Center Edition Compute Service

« Remote Server: remotely attached to the enclosure over a network, and able to manage the enclosure

out-of-band over the management path using the Resource Manager Data Center Edition Central
Service

The topics in this section cover in-band management capabilities from a local server. The in-band, local
nature of the connection is indicated by the In-Band Local Device designation that appears on the
dashboard:

Figure 591: In-Band Local Device Designation

35 Western Digital

Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0 - [COMPUTE DEVICE SERVICE]
a: 8 o n:"*;;i:ﬁ?ii?‘@

Device Health @ Device Utilization @ Maximum Temperature Sensor @

Storage Total: 92.01 TB

oTB

TEMP SEC2 B DIE

L]

In-Band Local Device J OK ] Device OS

e Model
SStorage 40111

5000CCAB040E5C80 Vendor Firmware H4060-J
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Device Health

The Device Health section displays a pie chart that groups the health states of this enclosure's components
and sensors into color-coded segments.

Figure 592: Device Health Pie Chart

33 Western Digital &
Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0 - [COMPUTE DEVICE SERVICE]
@ 8 @ Jun 27th 24, 4:48:32 pm @G

Device Health @ Device Utilization @ Maximum Temperature Sensor @

Storage Total: 92.01 TB

e - - -
ot8 2078 4078 80TB

TEMP SEC2 B DIE

120

o

In-Band Local Device X OK Device OS
Sstorage 4.0.111

5000CCABO040E5C80 Vendor Firmware

For additional details, click one of the segments. This will bring up a window with a detailed listing of the
components and sensors in that state:

Figure 593: Components & Sensors Health Status

Search Q,
Name Type
CONN HOST 04 Connector
CONN HOST 11 Connector
|OModuleAFRU % Controller
IOModuleBFRU Controller
EXPIOMAD {8} Expander
EXP IOMA 1 {8} Expander
cvoinmn o i T
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Device Utilization

The Device Utilization section displays an aggregate of the total, free, and used storage on this enclosure.

Figure 594: Device Utilization Chart

35 Western Digital &
Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0 - [COMPUTE DEVICE SERVICE]
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Maximum Temperature Sensor

The Maximum Temperature Sensor section of the dashboard displays a temperature scale for the sensor
with the highest temperature in the enclosure.

Figure 595: Maximum Temperature Scale

33 Western Digital a
Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0 - [COMPUTE DEVICE SERVICE]
m: 8 © Jun 27th 24, 4:48:32 pm @G

Device Health @ Device Utilization @ Maximum Temperature Sensor @

Storage Total: 92.01 TB

e - - -
ot8 2018 4078 80TB

In-Band Local Device § OK Device 0S
=5 Model
ESStorage 4.0.111

H4060-J

5000CCABO040E5C80 Vendor Firmware

For additional details, click the ? at the bottom of the panel. This will bring up a window showing the
thresholds for that sensor:

Figure 5696: Sensor Temperature Thresholds

TEMP PRI B DIE

HighThresheldFatal: 105
HighThresholdCritical: 95
LowThresholdCrifical: 5

LowThresholdFatal: 1
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Device Information

The panels in the middle section provide information about the enclosure, including the device ID, firmware
version, and regulatory model number.

Figure 597: Device Details
35 Western Digital a

Dashboard / Device RESOURCE MANAGER DATA CENTER 2.0.0 - [COMPUTE DEVICE SERVICE]
@ 8 @ Jun 27th 24 4«11‘2:1‘@9

Device Health @ Device Utilization @ Maximum Temperature Sensor @

Storage Total: 92.01 TB

e - - -
ot8 2018 4078 80TB

In-Band Local Device X OK Device OS
Sstorage 4.0.111

Model

H4060-J

5000CCABO040E5C80 Vendor Firmware

Device Management Controls

The bottom portion of the dashboard provides enclosure management information and controls, which are
organized into tabs. The following sections provide procedures for the most common management actions
available from these tabs.

¢ Device Information (page 299)

* Administration (page 303)

» Location (page 304)

» Controllers (page 306)

* Power Supplies (page 308)

* Fans (page 212)

* Ports (page 310)

» Expanders (page 219)

* Sensors (page 316)

* Slots (page 318)

e Connectors (page 320)

* Device OS (page 321)

* Media (page 326)

Western Digital.
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8.2 Device Information

The Ultrastar enclosure's Device Information tab provides general information about the enclosure and its
network role, such as model, serial number, hostname, and IP addresses.

8.21 Enabling the Enclosure Ident LED

This procedure provides instructions for enabling the identification LED of an Ultrastar enclosure using the
Resource Manager Data Center Edition Compute Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step 1: From the enclosure dashboard, click the Device Information tab.

Figure 698: Device Information Tab

= X ¢ § @ B @ 8 O 5 o & @

The Device Information page will appear:

Figure 599: Device Information Page

o Device Information

5000ccab0410a180 Exa

b oK
Attribute Value
D 5000ccab0d10a150
Serial Number THCLS00220EA0059 Capabllity Description
Model H4102-J Storage This davica is & stofage provider
Manufacturer HGST Block Server This devica provides block storage

Storage Device Enclosune

Durable Name 5000ccab0410a180

SCEI53,67.0 Disk Media Davica

Device Handle
Controller 10 MODULE B (Srowser Currant Viwpes
Total Capacity 150.01 TE (150012470231040 Byles)

Enclosure Caver OK

Step 2: Click the Locator LED button.

Western Digital.
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Figure 600: Locator LED Button

mm=m Device Information

5000ccab0410a180 m
®o &

Attribute Value

o]

Sarial Numbar THCLE00220EADD 59 Capability Description

Model H4102-0 Storage This device i a storage provider

Monufacturer HGST Elock Server Thiis device provides block storage

Durable Name 50000cab0410a180 Storage Device Enclosura This device i a storage-based enclesure type
Device Handle SCEI53. 67.0 Disk Media Device This device provides disk-based slorage volumes
Controller 10 MODULE B (Srowsar Curart Viewpoi

Total Capacity 150,01 TE (150012470231040 Byles)

Enclosure Cover OK

The enclosure's identification LED will pulse with a blue color, indicating that it is enabled:

Figure 601: Identification LED Enabled

omm Device Information

5000ccab0410a180 Byai=ai=ta

®o

Attribute Value
.ID 5000ccab0410a180
Serial Rumber THELS00220EA0059 Lapabiliy Description
Model H4T02- Storage This device is a storage provider.
[T HGST Elock Semver This device provides block storage.
Durable Hame 5000ccab0410a150 Storage Device Enclosure This device is a storage-based enclosure type
Device Handle 5CSI5:3 67.0 Disk Media Devica This device provides disk-based storage velumes,
Controller 10 MODULE B (Brovessr Currant Vanpoint)
Total Capacity 150,01 TE (15001247023 1040 Byles)
Enclosure Cover OK

Step 3: To disable the LED, click it again.

Result: The identification LED of the Ultrastar enclosure has now been enabled.

8.2.2 Viewing & Downloading Device Files

This procedure provides instructions for viewing or downloading device files from the Ultrastar enclosure
using the Resource Manager Data Center Edition Compute Service.

Before you begin:

» Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Device Information tab.

Western Digital.
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Figure 602: Device Information Tab
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The Device Information page will appear:

Figure 603: Device Information Page

o Device Information

5000ccab0410a180 Exa

L : N OK ]

Attribute Value
18]

Serial Number THCLS00220EA0058 Capability Description

Model H31024 Storage This devica is a storage provider

Manufacturer HGST Block Server This device provides black stocage

Durable Name 5000¢ca00410a180 Storage Device Enclosure This devica is a slorage-based enclosure type
Device Handle SCSI53. 67.0 Disk Media Device This device provides disk-based slorage volumes
Controller 10 MODULE B (Srowser Currant Viwpes

Total Capacity 150.01 TE (150012470231040 Byles)

Enclosure Cover OK

Step 2: Click the Device Files button.
Figure 604: Device Files Button
A Device File Viewer window will appear:

Figure 605: Device File Viewer

Device File Viewer

() Application Log () Telemetry

Select from the files above

CLOSE

Western Digital.
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Step 3: Use the radio buttons at the top to select the file to be viewed/downloaded. The Resource
Manager Data Center Edition will retreive the selected information.

Figure 606: Selecting Files

. . . *x
Device File Viewer
© Appiication Log () Telemetry
Index Time EntryType Source InstancelD Message
103360 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103359 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103358 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103357 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103356 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103355 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103354 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103353 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103352 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103351 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0.
103350 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0. -
103349 May 06 14:57 Information Windows Error Rep. 1001 Fault bucket , type 0. P
& EXPORT
CLOSE

Step 4: Use the viewer window to view the file, or if needed, click the Export button to download the
selected file.

Figure 607: Export Button

& EXPORT

The appropriate file type will be downloaded to your Downloads directory.

Step 5: Click the Close button to close the Device File Viewer.

Result: The device files have now been downloaded from the enclosure.

< Western Digital.
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8.3 Administration

The Ultrastar enclosure's Administration tab provides controls for administrative operations, such as
rebooting the enclosure.

8.3.1 Rebooting the Enclosure

This procedure provides instructions for rebooting an Ultrastar enclosure using the Resource Manager Data
Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step 1: From the enclosure dashboard, click the Administration tab.

Figure 608: Administration Tab
[on o | x 9 % @ @: |ic-):|:| — <_ . _} @

The Administration page will appear:

Figure 609: Administration Page

XAdministration

Maintenance
o oo ©

Step 2: Click the Reboot button.

A Caution: Clicking the Reboot button will reboot the enclosure, making it
unavailable until the reboot is completed.

Figure 610: Reboot Button

£ reBoot @

The enclosure will be rebooted, and will become available again when the reboot is completed.

Result: The Ultrastar enclosure has now been rebooted.

Western Digital.
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8.4 Location

The Ultrastar enclosure's Location tab provides controls for configuring the enclosure's physical location
attributes.

8.4.1 Setting Location Attributes

This procedure provides instructions for setting the location attributes of an Ultrastar enclosure using the
Resource Manager Data Center Edition Compute Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Location tab.

Figure 611: Location Tab

m X 9 £ @ B @ & © = o 8 @

The Location page will appear:

Figure 612: Location Page

9 Location
0

Attribute Value
Address 1 @
Address 2 @
Address 3 @
Building @
City @
Country @
Device @

GPS Coords @

Item @

Other Location Info @
Pod @

Postal Code @

Rack @

Room @

Row @

Shelf @

Site Name @

State @

N Y N R N R N R

Territory @

Step 2: To edit a location attribute, click the attribute's edit icon.

< Western Digital.




8. Ultrastar Enclosure Management — Compute Service

User Guide 8.4 Location

Figure 613: Edit Icon

9 Location
o

Attribute Value
Address 1@
Address 2 @

Address 3 @

Building @

City @

Country @

Device @

GPS Coords @

tem @

Other Location Info @
Pod &

Postal Code @

Rack @

Room @

Row @

Shelf @
Site Name @

State @

N N N N N N N RN E N RN N RN N RN AN ENEN '%.H

Territory @

A text field will appear, allowing up to 256 characters.

Figure 614: Attribute Text Field

Q Location
o

Attribute Value
Address 1@ |
0/256 @

Step 3: Enter the desired information, and click the green checkmark to save the attribute information.

Figure 615: Saving Attribute Information

Q Location
o

Attribute Value

Address 1€ Tes{

41256 E‘:’

Step 4: Repeat these steps as needed to set/modify the remaining attributes.

Result: The location attributes of the Ultrastar enclosure have now been set.

< Western Digital.
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8.5 Controllers

The Ultrastar enclosure's Controllers tab provides controls for managing the enclosure's IOMs.

8.5.1 Checking the Health of IOMs

This procedure provides instructions for checking the health status of the I/0O modules for an Ultrastar
enclosure using the Resource Manager Data Center Edition Compute Service.

Before you begin:
« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Controllers tab.

Figure 616: Controllers Tab

= X 0§ @ B @ 8 & 5 o & @

The Controllers page will appear:

Figure 617: Controllers Page

% Controllers (2)

Name Identifier Durabile Name Part Number © Serial Number Protocol Version - Locator LED © Heaith - Details = Removal Conditions
I W 0vocvesrny OVORATRY S000ccan410atoe 1EBTOGA2  THCLSONZZ0EGHIGT $AS Seral SCSI Prtocal ® B MNene  Removable whan on of off
m oodueBFRL ModuleBFRU  S000ccabl<4 108l 1EB1043-A2  THCLSO0GZOEGONZS HAS Sevial 3C5I Frotocol (-] E None Remcvable when on o off

Step 2: On the right hand side of the page, check the health indicators to ensure that the IOMs aren't
reporting faults.

Figure 618: IOM Health Indicators

{g Controllers (2)

Name Identifier Durabile Name Part Number © Serial Number Protocol Version - Locator LED © Heaith - Details = Removal Conditions
I W 0vocvesrny OVORATRY S000ccan410atoe 1EBTOGA2  THCLSONZZ0EGHIGT $AS Seral SCSI Prtocal ® B3|  mene  Remevatie when on or off
m oodueBFRL ModuleBFRU  S000ccabl<4 108l 1EB1043-A2  THCLSO0GZOEGONZS HAS Sevial 3C5I Frotocol (-] E None Remcvable when on o off

Result: The health status the Ultrastar IOMs has now been checked.
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8.5.2 Rebooting the IOMs

This procedure provides instructions for rebooting the I/O modules of an Ultrastar enclosure using the
Resource Manager Data Center Edition Compute Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Controllers tab.

Figure 619: Controllers Tab

- X 0 £ @ B ® ® O = o 8 0

The Controllers page will appear:

Figure 620: Controllers Page

% Controllers (2)

Name Identifier Durable Name Pasi Humber = Seral Numbsr Protecel Version | Localor LED © Health = Dwtails = Removal Conditions

IEXCE XN ovosuesrry ECIRE A

m oodueBFRL ModuleBFRU  S000ccabl<4 108l 1EB1043-A2  THCLSO0GZOEGONZS HAS Sevial 3C5I Frotocol (-] E None Remcvable when on o off

S000ccabld 10aibe 1EB1049-A2  THCLSOOZ20EGO061 SAS Savial SCSI Protocol (] E Nona FRemevable when on of off

Step 2: Click the Reboot button.

& Caution: Clicking the Reboot button will reboot the IOM, making it unavailable
until the reboot is completed.

Figure 621: Reboot Button
c e

The IOM will be rebooted, and will become available again when the reboot is completed.

Result: The IOM of the Ultrastar enclosure has now been rebooted.
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8.6 Power Supplies
The Ultrastar enclosure's Power Supplies tab provides controls for managing the enclosure's PSUs.

8.6.1 Checking the Health of PSUs

This procedure provides instructions for checking the health of the power supplies for an Ultrastar
enclosure using the Resource Manager Data Center Edition Compute Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Power Supplies tab.

Figure 622: Power Supplies Tab
— :K, ? {g e @: I::l:(-);l?l =1 <...> @ @

The Power Supplies page will appear:

Figure 623: Power Supplies Page
@ Power Supplies (2)

Name Identifier Part Number Serial Number Locator LED Health Details Remaoval Conditions
PSUA PSU_A DPS-18004B-12 1QHD 1939009335 [ ] E3 None Removable when on or off
PSUB PSU_B DPS-160048-12 IQHD 1932009882 (] Ea None Removable when on or off

Step 2: On the right hand side of the page, check the health indicators to ensure that the PSUs aren't
reporting faults.

Figure 624: PSU Health Indicators
@ Power Supplies (2)

Name Identifier Part Number Serial Number Locator LED Health Details Remaoval Conditions
PSUA PSU_A DPS-1600AB-12 1QHD 1939009335 [ ] E3 None Removable when on of off
PSUB PSU_B DFS-16004B-12 1QHD 1939000888 [ ] Ea None Removable when on or off

Result: The health status the Ultrastar PSUs has now been checked.

8.7 Fans

The Ultrastar enclosure's Fans tab provides health and speed information about the enclosure's cooling fans.
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8.71 Checking the Health of Fans

This procedure provides instructions for checking the health of the fans for an Ultrastar enclosure using the
Resource Manager Data Center Edition Compute Service.

Before you begin:

e [Follow the instructions for

Step1: From the enclosure dashboard, click the Fans tab.
Figure 625: Fans Tab

e :\; "] (i; QEQ Eii (¥ {:} @mﬁ = (252 {:} fsa

The Fans page will appear:

Figure 626: Fans Page

(50

Mentifier Current Speed Health Removal Conditions

FAMENCL1 2960 RPM [ 0k | Removable whan on of off
FANENCL 2 25950 RPM | ok | Remaovable when on or off
FANENCL3 2970 RFM | o | Removable whan on of off
FANENCLSA 2960 RPM 0| Removabhe whin on of off
FAN 10M 1 3240 RPM [ o | Remaovable when on or off
FAM I0M 2 FAN_IOM_2 210 RPM (0% | Rmavable whan on of off
FANFPSUA FAN_PSU_A 5040 RPM E Removable when on of off
FAMFSUEB FAM_PSU B £330 RPM & Removadle whan on of off

Step 2: On the right hand side of the page, check the health indicators to ensure that the Fans aren't
reporting faults.

Figure 627: Fan Health Indicators

=3

Fans (8)

5]

Marna identifier Currint $pied Health Removal Conditions
—
FANENCL1 2550 RPM o | Removable when on of off
FANENCL2 2950 RPM | 0 | Removable whan on of off
FANMENCL3 2970 RFM | o | Removable when on of off
FANENCL4 2960 RPM 0| Remavabie when on of off
FAN IO0M 1 3240 RPM E3 Remdvable whan on of off
FAN 10M 2 FAN_IOM_2 210 RPM o | Rigmdnvabit whin on of off
FANPEU A FAN_PSU_A 5040 RPM E3 Rmavabie whin on of off
FANFSUEB FAM_F3U_B 4330 RPM E Femovable when on or off
e

Result: The health status the Ultrastar fans has now been checked.
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8.8 Ports

The Ultrastar enclosure's Ports tab provides information about the enclosure's I/0 ports, including
connection status, link speed, and IP addresses.

8.8.1 Checking the Status of Ports

This procedure provides instructions for checking the health, connection status, link status, and link speed
of ports on an Ultrastar enclosure using the Resource Manager Data Center Edition Compute Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Ports tab.
Figure 628: Ports Tab

- X 9 £ @ @ 8 & O = o 8 @

The Ports page will appear:

Figure 629: Ports Page
Ports

Controllers: 2

Adapter Idantifier Health / Cable / Link | Speed Datalls | MTU Bytes = Network Type IP Address IP Gateway = MAC Address Address Origin
& 10ModuleAFRU  00_Dc_ca_08_37_57_inet |3/ )/ I/ A Kone 1500 1Pvé Network 10202237 23322 102022361 000cca0d3T57 STATIC
& 1OMedusBFRU 00 a_08_3_3c_net B3/ Naone 1500 Py Network 102022383122 102022361 000ccadd39idc STATIC

Step 2: The third column provides status indicators for port health, cable connection status, link status,
and link speed.

Figure 630: Fan Health Indicators
Ports

Controllers: 2

Adapter idantifier Health / Cable | Link | Speed Details © MTU Bytes ~ Network Type 1P Address 1P Gateway = MAC Address Address Origin
& 10Module AFRU  00_Dc_ca_08_37_57_inet | 3/ o/ D A Nome 1500 IPv4 Network 1020223723322 102022361 000ccadd3Ts? STATIC
& OMeaueBFRU 00 3 0839 3 et | 3/ EETY None 1500 Pd Metwork 102022383122 102022361  000ccadsdgidc STATIC

Result: The status of the Ultrastar ports has now been checked.
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8.8.2 Configuring Port Settings

This procedure provides instructions for configuring port settings for an Ultrastar enclosure using the
Resource Manager Data Center Edition Compute Service.

Before you begin:

¢ Follow the instructions for

Step 1:

Step 2:

From the enclosure dashboard, click the Ports tab.
Figure 631: Ports Tab

= :\ ) [g @ {E} -j;ﬂc-)ifn = Gy @

i
| %

The Ports page will appear:

Figure 632: Ports Page
Ports

Centrollers: 2
Adapter Idantifier Health / Cable | Link | Speed Dwetalls = MTU Bytes = Network Type © IP Address IP Gateway

& 10ModuleAFRU  00_Dc_ca_08_37_57_inet |/ ] /EO0/EEESY MNone 1500 IPvd Nebwork 10202237 23322 102022361

& IOModueBFRU 00 a_06_39_3c_nel [C1/E/[/EEZ]  Mone 1500 10202238 3122 10.202236.1

On the left hand side, click the Edit icon for the IOM ports to be configured.

Figure 633: Edit Port Icon

Ports
Centrollers: 2
Adapter idantifier Health / Cable | Link | Speed Details © MTU Bytes ~ Network Type 1P Address 1P Gateway
ED.‘.’.MLe:FRU 00_Dc_ca_08_37_S7_inet 3/ DY Nome 1500 IPv4 Network 1020223723322 10.202236.1

& IOMedueBFRY 00 ] ST o [ Comesectest [ s 1] 1 G5 | None 1500 Pud Network 1020223831122 10202 236.1

An Update Port window will appear:

< Western Digital.
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MAC Address

00:0cca0d 3757

00:0ccadd 39 3c

MAC Address

00:0cca0d 3757

00-0ccadd 39 3c

Address Origin

STATIC

STATIC

Address Origin

STATIC

STATIC




8. Ultrastar Enclosure Management — Compute Service

User Guide 8.8 Ports

Figure 634: Update Port Window

Update Port: IOModuleAFRU d

o Address Type, IP, Gateway

¥ DHCPv4

CANCEL

Step 3: To manually configure the IP address, netmask, and gateway, select Static from the drop-down
list. Or select DHCP to have these settings configured automatically.

Figure 635: Static Option

Update Port: IOModuleAFRU d

o Address Type, IP, Gateway

o0

192.168.239.206/22

Netmask: 255.255.252.0

192 168 236 1

CANCEL

Step 4: Click the Next button.

< Western Digital.
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Figure 636: Next Button

The Update Port window proceeds to the confirmation step:
Figure 637: Confirming Port Settings

Update Port: IOModuleAFRU *
o Address Type, |IP, Gateway e Confirmation

Address Origin: STATIC

Port changes can result in new/different IP addresses.
D Flease Confirm Backend services will automatically restart which may
cause a communication interruption.

CANCEL

Step 5: To complete the changes to the port settings, click the Please Confirm checkbox and then click
the Update button.
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Figure 638: Complete Port Setting Changes

Update Port: IOModuleAFRU
O Address Type, IP, Gatewsy o Confirmation

Address Origin: STATIC

Port changes can result in new/different IP addresses.
Backend services will automatically restart which may
cause a communicafion interruption.

UPDATE BACK

CANCEL

Backend services will automatically restart, which may cause a communication interruption.

Result: The port settings have now been configured.

8.9 Expanders

The Ultrastar enclosure's Expanders tab provides information about the enclosure's primary and secondary
expanders, including version and health status.

8.9.1 Checking the Health of Expanders

This procedure provides instructions for checking the health of the expanders of an Ultrastar enclosure
using the Resource Manager Data Center Edition Compute Service.

Before you begin:

e Follow the instructions for

Step1: From the enclosure dashboard, click the Expanders tab.

Figure 639: Expanders Tab

m X 9§ @ @B @ # O H o 8 @

The Expanders page will appear:

< Western Digital.
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Figure 640: Expanders Page

ﬁ Expanders (6)

Name Identifier Durable Name Version Health Details
EXP IOMA 0 PrimaryA S000CCABO410533D 3010-007 E3 Nene
EXP IOMA 1 SeclA S000CCABO4T0533F 3IN0-007 o | None
EXP IOMA 2 SO0OCCAEDAI053TF 3010-007 E3 None
EXP IOME 0 S000CCABO41053TD 3010-007 E Nona
EXP IOME 1 SOUOCCABO41053TE 3010-007 E3 Hond
EXP IOMB 2 SOOOCCABD41053TE 3010-007 E Nong

ACTIONS

Step 2: On the right hand side, check the health indicators to ensure that the expanders aren't reporting
faults.

Figure 641: Expander Health Indicators

MName Identifier Durable Namg Version Health Details
EXP IOMA 0 PrimaryA S000CCABO4105330 3010-007 Nona
EXP IQMA 1 SeciA SO00CCABO4I0S3IF 3010-007 Neng
EXP IOMA 2 5000CCAB041053TF 3010-007 None
EXP IOMB 0 Primary® S000CCABO41053TD 3010-007 Nona
EXP IQME 1 S00OCCABDI053TY 3010-007 None
EXP IOME 2 S000CCABO41053TE 3010-007 None

ACTIONS

Result: The health status the Ultrastar expanders has now been checked.

< Western Digital.
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810 Sensors

The Ultrastar enclosure's Sensors tab provides information about the enclosure's sensors, including current
readings, health status, and thresholds.

8.10.1 Checking the Health of Sensors

This procedure provides instructions for checking the health of sensors in an Ultrastar enclosure using the
Resource Manager Data Center Edition Compute Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Sensors tab.
Figure 642: Sensors Tab
= X 0 & @ B @ 8 0 = o 8 @
The Sensors page will appear:

Figure 643: Sensors Page

(@) sensors (102)

Name Idantifier Type Current Reading Health Details
TEMP SLOT 00 Temperature 0= 26 Degrees C Ea None
TEMP SLOT 01 Temperature [i T 26 Dagraes C E3 Nona
TEMP SLOT 02 Temparature 0= 27 Degreas C E Nong
TEMP SLOT 03 Temparature [: B 26 Degreas & Nong
TEMP SLOT 04 Temperature o - 26 Degrees C E MNona
TEMP SLOT 05 Temperature o - 27 Dagraes C E3 None
TEMP SLOT 06 Tempesature [ 26 Degrees C o | None
TEMP SLOT OF Temperature o - 27 Degrees © E None
TEMP SLOT 08 Temperature (i 26 Dagrees C (o | None
TEMP SLOT 05 Temparature (1 T 26 Degreas © (0% | Hone
TEMP SLOT 10 Temperature 0= 26 Degrees E MNone
TEMP SLOT 11 Temperatura [ E 26 Degraes E None
TEMP SLOT 12 Temperature 0= 34 Dagrass C E3 Nong
TEMP SLOT 13 Temperature 0— 34 Degrees C 3 Non
TEMP SLOT 14 Temperature 00— 34 Dagrees C E3 None
TEMP SLOT 15 Temperaturs [ T 34 Degrees C E None
TEMP SLOT 16 Temperature (i 33 Degrees C ox | Nond
TEMP SLOT 17 Temperature (i T 32 Degrees C Ea None
TEMP SLOT 18 Temperature o — 31 Dagraes C &3 Nome
TEMP SLOT 18 Temperature [i 32 Degraes C E3 Nong
TEMP SLOT 20 Temperature 0 = 33 Degrees C E None

Step 2: On the right hand side, check the health indicators to ensure that the sensors aren't reporting
faults.
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Figure 644: Sensor Health Indicators

(@-J}) Sensors (102)

Name Identifier Type Current Reading Health Details
TEMF SLOT 00 Temperature o - 26 Degrees C E3 None
TEMP SLOT 01 Temperature [i T 26 Deagrees C (0w | None
TEMP SLOT 02 Temparature (i I 27 Degrees C E None
TEMP SLOT 03 Temparature o - 26 Dagrees C E N
TEMP SLOT 04 Temperature D= 26 Degrees E None
TEMP SLOT 05 Temperatura [ T 27 Dagraes C E3 Nane
TEMP SLOT 06 Temperature 0 -— 26 Degrees C E3 MNong
TEMP SLOT 07 Temperature 0= 27 Degrees © Ea None
TEMP SLOT 08 Temperatura 0= 26 Degraes C E None
TEMP SLOT 09 Temparature [: B 26 Degreas C© (o | Non
TEMF SLOT 10 Temperature (i T 26 Degrees C E3 None
TEMP SLOT 11 Temperature [: T 26 Degrees C E None
TEMP SLOT 12 Temperature (i T 34 Degraes C (o | None
TEMP SLOT 13 Temperature (i 34 Degrees C fox | None
TEMP SLOT 14 Temperatura (i 34 Degrees C E None
TEMP SLOT 15 Temperatura [1 34 Dagraes C E None
TEMP SLOT 16 Tempdtature 0= 33 Degrees © E3 None
TEMF SLOT 17 Temperature o — 32 Dagrees © E3 MNong
TEMP SLOT 18 Tempearature [ T 31 Dagreas C E Nana
TEMP SLOT 19 Temperature 0— 32 Dagraes C E Nond
TEMP SLOT 20 Temperature 0= 33 Degrees © E3 Nong

Step 3: The Current Reading column lists the current value detected by each sensor (temperature,
voltage, or current). To see the threshold settings for a sensor, hover your cursor over the
sensor's Information icon.

Figure 645: Sensor Thresholds

((:(-J) Sensors (102)

Name Identifiar Type Current Reading Health Details

TEMP SLOT 00 Temperature * 0= 27 Degrees C &= None

TEMP SLOT 01 L ElET  Sensor TEMP_SLOT 00 gleliEtoge E3 None

TEMP SLOT 02 TOMPAAIS o ThoeshaFatar 59 5 090088 C (oK | None

TEMP SLOT 03 Tomparaturg  MGNTRESMOWCICA S8 7 poprage ¢ &= Nene
LowThresholaCriicat: §

TEMPF SLOT 04 Temparature LowThresholdf stal & 7 Degrees C E Mona

Result: The health status of the Ultrastar enclosure's sensors has now been checked.
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8.11 Slots

The Ultrastar enclosure's Slots tab provides information about the enclosure's drive slots, including IDs,
power states, and health status.

8.11.1 Checking the Status of Slots

This procedure provides instructions for checking the health status of drive slots on an Ultrastar enclosure
using the Resource Manager Data Center Edition Compute Service.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Slots tab.
Figure 646: Slots Tab

= X ¢ § @ @ ® 8 O H » & @

The Slots page will appear:

Figure 647: Slots Page

] slots (102)

Identifier Health Locator LED

o
@
5
=
w
&
&

SLOT_000_TPGLALXG

SLOT_001_TPGL4EBRG
SLOT_002_TPGLTYHG
SLOT_003_7PGLGKOG
SLOT_004_TPG21NSR
SLOT_D0S
SLOT_006_7TPG212%R
SLOT_007
SLOT_008
SLOT_D09
SLOT_010
SLOT_011
SLOT_012_TPGL2EAG
SLOT_D13_7PGL2TMG
SLOT_014_TPGLIUHG

SLOT_D15_7PGL2LUG

EEEEBEEEEBEEBEEBEEABEB
AR BE BE AR AR 3R BE AR BE BE AR AR AR AR AR

SLOT_016_TPGL3IWSG

8BBBBBRABBABAAAAE

Step 2: The third column provides health status indicators for the slots. Check the indicators to ensure
that the slots aren't reporting any faults.
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Figure 648: Slot Health Indicators

e Slots (102)

Identifier | Power State Health Locator LED
SLOT_000_TPGLALXG m E3 o
SLOT_001_7PGL4EBG m E Q
SLOT_002_7PGLTYHG (v @) 0 | Q
SLOT_003_7TPGLEKOG on @] 0K | Q
SLOT_004_7PG21NSR cD &3 )
SLOT_005 o @] o | Q
SLOT_006_7PG212XR (o @) Ea =)
SLOT_007 on @) | 0K | o
SLOT_008 (o @] x| Q
SLOT_009 o @] E3 Q
SLOT_010 cD oK | o)
SLOT_011 m E Q
SLOT_012_TPGL2EAG m E3 o
SLOT_013_7TPGL2TMG on @] o | Q
SLOT_014_TPGL3UHG m E3 o
SLOT_015_7 o @] o | Q
SLOT_016_7TPGL3IWSG cD o | Q

Result: The status of the Ultrastar ports has now been checked.

< Western Digital.
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8.12 Connectors

The Ultrastar enclosure's Connectors tab provides connection status and health information about the
enclosure's IOM ports.

8.12.1 Checking the Status of Cables

This procedure provides instructions for checking the health and connection status of data cables on an
Ultrastar enclosure using the Resource Manager Data Center Edition Compute Service.

Before you begin:

¢ Follow the instructions for

Step1: From the enclosure dashboard, click the Connectors tab.

Figure 649: Connectors Tab

m X 9 § @ B ©® = & &8 @

The Connectors page will appear:

Figure 650: Connectors Page
Connectors (12)

Name Identifier Cable Health Details
CONN HOST 00 1 Disconnectsd None
CONN HOST 01 2 Disconnectsd None
CONN HOST 02 3 == ok | None
CONN HOST 03 4 Disconnsoted None
CONN HOST 04 5 Discannested None
CONN HOST 05 6 Disconneted None
CONN HOST 06 7 Disconnested None
CONN HOST 07 2 Disconnscted None
CONN HOST 08 ] | Conneced | [ ok | None
CONN HOST 09 10 Disconnected None
CONN HOST 10 1 Disconneted None
CONN HOST 11 12 Discannested None

ACTIONS

Step 2: The Cable column lists the connection status of each IOM port, and the Health column lists the
health status of those connections. View both columns to ensure that any connected cables are
not reporting faults.

Result: The health and connection status of data cables on the Ultrastar enclosure have now been
checked.

< Western Digital.
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8.13 Device OS

The Ultrastar enclosure's Device OS tab provides information about the currently installed version of
enclosure firmware and controls for updating it.

8.13.1 Updating Enclosure Firmware

This procedure provides instructions for updating the firmware on an Ultrastar enclosure using the
Resource Manager Data Center Edition Compute Service.

Before you begin:

& Caution: Updating firmware requires rebooting the Ultrastar enclosure.
e Follow the instructions for
Step1: From the enclosure dashboard, click the Device OS tab.

Figure 651: Device OS Tab

=z "\ 9 {g @ {:i} -j:(c-:):j- - L] 'Eﬂ' @

The Device OS page will appear:

Figure 652: Device OS Page

[os} Device OS

UPDATE OS5 ©
Attribute Value Attribute Value
Hame Wendor Firmiware Version 3N
Type Dedicated

ACTIONS

Step 2: In the upper portion of the Device OS page, check the center card and note the firmware version
currently on the enclosure. This will be used to verify a successful update at the end of this
process.

Figure 653: Starting Firmware Version

[

Vendor Firmware

Step 3: Click the Update OS button.

< Western Digital.
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Figure 654: Update OS Button

UPDATE O3 ©

An Update OS window will appear:
Figure 655: Update OS Window

Update OS e

o Browse & Select File

SELECTFILE @

CLOSE

Step 4: Click the Select File button to browse to the desired firmware file and select it.
Figure 656: Selected FW File

Update OS =

o Browse & Select File

Fila Name 0.01 KB
bundle4_0_13.tar.gz

File Staged Successfully; Ready for Upload

CLOSE

Step 5: Click the Next button.

< Western Digital.
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Figure 657: Next Button

The Update OS window will proceed to the confirmation step:

Figure 658: Confirm OS Update

Update OS
o Enter File Path and Name o Update OS & Activate
File: bundled 0 13targz Status 2]

D Please Confirm

You must confirm to confinue

CLOSE

Step 6: Review the listed filename. If correct, click the Please Confirm checkbox to confirm the file. To
auto-activate the firmware after uploading, click the Auto Activate checkbox. When all selections
have been made, click the Upload button to upload the firmware to the enclosure.

Figure 659: Confirm OS Update

Update OS

Q Eréer Fig Fath and Name a Updaie O & Actvate

< Western Digital.
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A window will appear to show the file upload progress:

Figure 660: File Upload Progress

When the file is uploaded, another window will appear to show the firmware update progress:

Figure 661: Firmware Update Progress

Update OS -
g Ertar Filg Fain and Namg o Update OS & ACBvats
File: bundisd_0_13 tar gz Status L]
= OF Upaats B6% Comphae
.
x .
O =« ®

Step 7: If you did not select the Auto Activate checkbox in step 6 (page 323), an Activate button will
appear after the enclosure firmware has been updated. Click the Activate button to activate the
firmware.

A Caution: Activating the firmware will cause the enclosure to reboot.

Western Digital.
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Figure 662: Activate Firmware

Update OS
@) Eeoer Fim Fain and hame ) upasie 05 5 Acwvate
Fibi: bundiad_0_13 0002 Status L
OF Upsate 100 Complete, Activate Nesded

The enclosure will reboot to activate the firmware:

Figure 663: Activation / Reboot

Step 8: In the upper portion of the Device OS page, check the center card and verify that the firmware
version has been updated.

Figure 664: Updated Firmware Version

[ Device 085
4013

Vendor Firmware

Result: The Ultrastar enclosure firmware has now been updated.

< Western Digital.
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8.14 Media
N\

814 Media

The Ultrastar enclosure's Media tab provides information about the drives installed in the enclosure and
controls for changing their power state or activating their locator LEDs.

8.141 Checking the Health of Drives

This procedure provides instructions for checking the health status of drives in an Ultrastar enclosure using
the Resource Manager Data Center Edition.

Before you begin:

« Follow the instructions for Navigating to an Enclosure Dashboard (page 46).

Step1: From the enclosure dashboard, click the Media tab.
Figure 665: Media Tab

m X ¢ f§ @ B ® &8 & = o 8 @

The Media page will appear:

Figure 666: Media Page

@ Media (27)

Total Capatity: 270.02 TE

Hame Identifier Manutacturer Model Capacity Protocol Wersion Serial Number Durable Hame Device Handle Health Details

HGST HUHT21010AL4200 10.00 TE 5AS AUGO TPGLAXG S000cca28120M Idevisg2a E None

HGST HUHTZ1010AL4Z00 10.00 TE SAS ASGD TPGL4ERG 5000¢ca251 20041 dewiigZ3 E3 None

HGST HUHT21010AL4200 10.00 T8 5AS ANGO TPGLTYHG 5000cca25121321d Idevizg2a [ oK | None

HGST HUHTZ1010ALA200 10,00 TE SAS A TPGLEKDG S00066A251211004 ey s (ox | Nang

HGST HUHT21010AL4204 10.00 TE SAS G360 TPGZINSR 5000¢ccaZ5103bc0a idewisg 26 [ ox ] Hone

HGST HUHT21010AL4204 10.00 TE SAS €960 TRG2I2NR 5000cca251036365 idavisg 2 o | None

ab HGST HUHTZ1010AL 10,00 T8 Seral ATA  W9G0 TPHIHIBC S000ccab0LT0a1ET Iaweisg29 E Nong

A HGST HUHTZ1010AL WoTE Sernial ATA WeG0 TOHFSLEK 5000ccab0a10a1cE dewisg 30 E Nona

S000ccabi4 03 1c HGST HUHT21010AL 10.00 TE Serial ATA  WBSG0 TGHPRENK 5000ccan0e0atcd Iaeizg 31 E MNaong

Step 2: On the right hand side, check the health indicators to ensure that the drives aren't reporting
faults.

Western Digital.




. 8. Ultrastar Enclosure Management - Compute Service

User Guide .
\ 8.14 Media
\

Figure 667: Drive Health Indicators

@ Media (27)
Total Capacity: 2 2 TB
Name Identifier Manutacturer Model Capacity Protocol Version Serial Number Durable Mame Device Handle ﬂ!n Details
HGST HUHT21010AL4200 10.00 T8 5AS ASGD TRGLALXG 500dcca2120m Idavisgie E None
HGST HUHT21010AL4200 10,00 T SAS A900 TPGLAERG 5000¢¢325120fa41 davisg23 = Nons
5 HGST HUHT21010AL4200 10.00 T 5A5 AUGO TRPGLIYHG 5000ccaz5121321d idavisg2a E3 Nona
HGST HUHT21010AL4200 10,00 TB SAS ASGD TPGLEKDG 5000¢6a251211004 A 25 E3 Hong
HGST HUHT21010AL4204 10,00 TE SAS C9G0 TPG2INSR 5000cca25103b009 idevisg26 = HNons
HGST HUHT21010AL4204 10.00 T& 545 £8G0 TRG2I2NR 5000cca2510303565 idavisg 28 o | None
ab0410a1eT HGST HUHTZ1010AL 10.00 TE Seral ATA  WSG0 TPHIHIBC S000ccab0410a1cT Mgz [ o | Nang
HGST HUKT21010AL 10.00 TE Serial ATA  WBGO TGHPSLEK 5000ccab0410a1cE davisg 30 [ on | None
5000ccabi410alch HGST HUHTZ1010AL 10.00 TE Serial ATA  WSG0 TGHPRINK 5000ccab0410a1cd idavisg 3 E Hone

Result: The health status the Ultrastar enclosure's drives has now been checked.

< Western Digital.




Uninstallation

The topics in this section provide instructions for uninstalling the Resource Manager Data Center
Edition application.

In This Chapter:
- Uninstalling Resource Manager Data Center Edition.........cccoeenrrerecececeens 329
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91 Uninstalling Resource Manager Data Center Edition

This procedure provides instructions for uninstalling the Resource Manager Data Center Edition Compute
Service or Central Service from a host server running a Linux or Windows operating system.

Step1: On the host server, open a terminal/command prompt with administrator privileges and navigate
to the installation directory.

Step 2: Run the uninstall script.
Linux Example:

# ./uninstall _rndc. sh
Windows Example:

C.\>uninstal |l _rndc. bat
The user will be prompted to confirm the uninstall:

Do you want to uninstall Western Digital Resource Manager Data Center ( RVDC)
[Y.N?

Step 3: Input.
Y
The user will be prompted to save configuration files.
RVMDC process stopped.

RVMDC process successfully renpoved from start up.
Do you want to save RVDC confiugration files to be restored later [Y,N?

Step 4: Input either Yor N
Y
The user will be prompted to delete the log file:

RVMDC configuration files saved successfully.
Do you want to delete RVDC | ogfile (C\rndc\rndc.log) [Y,N?

Step 5: Input either Yor N
Y
The user will be notified of a successful uninstallation:

Renmpbved RVDC | ogfil e.

Renovi ng El asti csearch service. ..

El asticsearch service renpved successful ly.

Do you want to renove el asticsearch data [Y,N]?

Step 6: Input either Yor N
N

The user will be notified of a successful uninstallation:

< Western Digital.
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El asti csearch data is retained.
RVMDC uni nst al | ed successfully.

Result: Resource Manager Data Center Edition is now uninstalled from the host server.

< Western Digital.
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